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1 Introduction

In the last decade, many efforts have been devoted to an
analysis of the epistemological adequacy, and the com-
putational effectiveness of Description Logics (DLs). In
particular, starting with [4], the research on the com-
putational complexity of the reasoning tasks associated
with DLs has shown that in order to ensure decidabil-
ity and/or efficiency of reasoning in all cases, one must
renounce to some of the expressive power [17; 19; 20;
12; 13; 11]. These results have led to a debate on the
trade-off between expressive power of representation for-
malisms and worst-case efficiency of the associated rea-
soning tasks. This issue has been one of the main themes
in the area of DLs, and has led to at least four differ-
ent approaches to the design of knowledge representation
systems.

e In the first approach, the main goal of a DL is to of-
fer powerful mechanisms for structuring knowledge,
as well as sound and complete reasoning methods
(not necessarily realized by means of terminating
procedures), while little attention has to be paid to
the (worst-case) computational complexity of the
reasoning procedures. Systems like OMEGA [1],
LOOM [18] and KL-ONE [6], can be considered as
following this approach.

e The second approach advocates a careful design of
the DLs so as to offer as much expressive power
as possible while retaining the possibility of sound,
complete, and efficient (often polynomial in the
worst case) inference procedures. Much of the re-

search on CLASSIC [5] follows this approach.

e The third approach, similarly to the first one, ad-
vocates very expressive languages, but, in order to
achieve efficiency, accepts incomplete reasoning pro-
cedures. There is no general consensus on what kind
of incompleteness is acceptable. Perhaps, the most
interesting attempts are those resorting to a non-
standard semantics for characterizing the form of
incompleteness [22; 3; 14].

e Finally, the fourth approach is based on what we
can call “the expressiveness and decidability thesis”,
and aims at defining DLs that are both very expres-
sive and decidable, i.e. designed in such a way that

sound, complete, and terminating procedures exist
for the associated reasoning tasks. Great attention
i1s given in this approach to the complexity analy-
sis for the various sublogics, so as to devise suitable
optimization techniques and to single out tractable
subcases. This approach is the one followed in the

design of KRIS [2].

This position paper presents an ongoing research project
that adheres to the fourth approach, and aims at both
identifying the most expressive DLs with decidable asso-
ciated decision problems, and characterizing the compu-
tational complexity of the corresponding reasoning prob-
lems.

2 The expressiveness and decidability
thesis

In order to clearly characterize the expressiveness and
decidability thesis, let us point out that by “very ex-
pressive DL” we mean the following:

1. The logic offers powerful mechanisms
scribe/render classes.

to de-

e It includes concept constructs for boolean con-
nectives C'M D, C'U D, =C, and existential and
universal quantifications VR.C', 3R.C'.

e It may include role constructs for inverse role
R~, chaining of roles R o ), union of roles
R U @, and the identity role projected on a
concept id(C). It may also include functional
restrictionst on atomic roles (< 1 P) and pos-
sibly on their inverse (< 1P7), and (quali-
fied) number restrictions® again on atomic roles
(<'n P),(> n P)((< nPC), (> n PC))
and possibly on their inverse (< n P7),
(> n P) (< 0 Pm.C), (> n P~.C)).

e It possibly includes suitable mechanisms to de-
scribe concepts which are not first-order de-
finable. The most common example of such

!Functional restrictions impose the functionality of a role
in the context of a concept.

?(Qualified) number restrictions state the minimum
and/or the maximum number of instances of a role (restricted
by means of concept) in the context of a concept.



mechanisms is a construct for the transitive clo-
sure of roles R*. More sophisticated ones are
those to capture inductively and co-inductively
defined classes (i.e. classes defined as the small-
est class such that ..., or the biggest class such
that ...).

2. The logic provides suitable means for imposing mu-
tual dependencies among concepts (TBox). The ba-
sic mechanisms for supporting this feature are inclu-
ston assertions of the form C'C D where C| D can
be any concepts, stating that C'is to be interpreted
as a subset of D. Observe that the assumption of
acyclicity of TBoxes is not enforced. Indeed, with
this assumption, the power of inclusion assertions
vanishes.

3. The logic allows one to assert properties of individu-
als (ABox) in term of membership assertions. These
can be of two forms: a : (', stating that an individ-
ual a is an instance of the concept (', and ¢ R b,
stating that the individual a is related via the role

R to the individual b.

Note that, the presence of inverse of roles allows the
logic to subsume most of the frame-based representa-
tion systems, semantic data models and object-oriented
database models proposed in the literature. The con-
structs for functional restrictions on both atomic roles
and their inverse greatly enhance the power of the logic,
e.g. they allow the logic to correctly represent n-ary re-
lations among classes. Note, also, that the ability to
describe non-first-order definable classes is often needed,
for example to model the most common data structures
used in computer science, such as LISTs and TREEs.3

3 The correspondence between DLs
and logics of programs

Two main approaches have been developed following the
“expressiveness and decidability thesis”. The first ap-
proach relies on the tableaux-based technique proposed
in [25; 12], and led to the identification of a decision pro-
cedure for a logic which fully covers points (2) and (3)
above, but only partially point (1) in that it does not
include the construct for inverse roles [7], and has no
mechanism to describe concepts that are not first-order
definable.

The second approach is based on the work by Schild
[23], which singled out a correspondence between some
DLs of the kind described above and a certain class of
logics of programs: the Propositional Dynamic Logics
(PDLs), which are modal logics specifically designed for
reasoning about program schemes. The correspondence
is based on the similarity between the interpretation

°In fact to correctly represent these data structures, the
logic must also include constructs for inverse roles and for
functional (or number) restrictions on both atomic role and
their inverse.

structures of the two logics: at the extensional level, ob-
jects in DLs correspond to states in PDLs, whereas con-
nections between two objects correspond to state tran-
sitions. At the intensional level, classes correspond to
propositions, and roles corresponds to programs. The
correspondence provides an invaluable tool for studying
very expressive DLs. Indeed, 1t makes it clear that rea-
soning about assertions on classes is equivalent to reason-
ing about dynamic logic formulae (e.g., logical implica-
tion wrt a TBox, in any of the above logics, is equivalent
to satisfiability of a specified dynamic logic formula), so
that the large body of research on decision procedures
for PDLs (see [16] for references) can be exploited in the
setting of DLs.

However, in order to fully exploit this correspondence,
at least three problems left open in [23] need to be solved,
namely, how to fit functional restrictions on both atomic
roles and their inverse, number restrictions, and asser-
tions on individuals, respectively, into the correspon-
dence. Note that these problems refer to points (1) and
(3) above.

The work we have been carrying out on this subject [9;
10] has the explicit goal of providing suitable solutions
to the above problems. Regarding point (1), we have
investigated the following DL, named CZF:

C = A|Cl|_|02|01UCQ|—|C|VRC|3RC|
(S 1P)[(<1P7)
R = P|R1UR2|R10R2|R*|id(C)|R_

where A and P denote the generic atomic concept and
role respectively. The main feature of CZF is the pres-
ence of functional restrictions on both atomic roles and
their inverse. The decidability of the corresponding
PDL, named DIF, was not known. We have proved
that satisfiability in PZF and logical implication for
CIF-TBoxes are EXPTIME-complete problems. The
above decidability/complexity result holds also for CZN
(DZIN), obtained from CZF (DZIF) by including the
constructs for qualified number restrictions on both the
atomic roles and their inverse. Moreover it is possible to
polynomially encode n-ary relations among concepts in
such logics. With respect to point (3), we have proved
that for knowledge bases (TBox and ABox) expressed
in two sublanguages of CIF, namely CZ (no functional
restrictions) and CF (no inverse roles), satisfiability and
logical implication are EXPTIME-complete. It is worth
noting that, from the PDLs’ point of view, an ABox has
a natural counterpart: it can be regarded as a specifica-
tion of partial computations.

Recently, both Schild and ourselves [24; 8] have
pointed out that the correspondence between DLs and
PDLs, can be extended to another logic of programs
called (modal/propositional) mu-calculus [15] (see [26]
for more references). This logic has the salient property
of including explicit constructs for least and greatest fix-
points of formulae, which makes it more expressive than
comparable PDLs. Indeed, the presence of the fixpoint
constructs enables the logic to fully express inductive
and co-inductive definitions, as well as to model, in a sin-



gle framework, terminological cycles interpreted accord-
ing to Least Fixpoint Semantics, Greatest Fixpoint Se-
mantics, and Descriptive Semantics (see [21]). We have
studied an extension of mu-calculus that includes quali-
fied number restrictions on atomic roles, showing that
satisfiability is EXPTIME-complete for it. Currently
we are developing a method to reason with knowledge
bases (ABox and TBox) expressed in a DL corresponding
to mu-calculus extended with functional restrictions on
atomic roles. We conclude remarking that a mu-calculus
with a construct corresponding to inverse roles, though
of great interest, has not been studied yet.
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