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1. Introduction

The ability to represent data whose structure is less rigitstrict than in conven-
tional databases is considered a crucial aspect in modproaghes to data modeling,
and is important in many application areas, such as webrrdton systems, bio-
logical databases, digital libraries, and data integnai@UA 95, ABI 97a, BUN 97,
MEN 97, FER 98, FLO 98].

Following [ABI 97a], we define semi-structured data as dat ts neither raw,
nor strictly typed as in conventional database systems. Bbject Exchange
Model) [ABI 97c], andsDFs (Basic Data model Br Semi-structured data) [BUN 97]
are recent proposals of models for semi-structured datey fdpresent data as graphs
with labeled edges, where information on both the valuestbadchema of data are
kept.

In particular,BDFsis an elegant graph-based data model, where graphs areoused t
represent both portions of a database (called ground graplsschemas, the former
with edges labeled by data, and the latter with edges latbgiéormulae of a suitable
logical theory. The notion of a ground graghconforming to a schem& is given
in terms of a special relation, called simulation, betwdsa tivo graphs. Roughly
speaking, a simulation is a correspondence between thes edgeand those ofS
such that, whenever there is an edge labeledg, there is a corresponding edgedn
labeled with a formula satisfied by The notion of simulation is less rigid than the
usual notion of satisfaction, and suitably reflects the rafedealing with less strict
structures of data.

Example 1 In Figure 1, we show &DFs schema and a ground graph that conforms
to it. The schema models documents representing papersaitlle, a sequence of
sections, each with an associated text, and a final secti@ferEnces to other papers.
We assume that in the theory specifying the labels of graples,tsections, texts, and
references are mutually disjoint. n

For several tasks related to data management, it is impgdddre able to check
subsumption between two schemas, i.e. to check whethey gveund graph con-
forming to one schema always conforms to another schemaBUMN[97] an algo-
rithm for checking subsumption iBDFSis presented and its complexity is analyzed.

Ref

Figure 1. Schema for papers divided in ordered sections and a confgymiound
graph
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Additionally, in [BUN 97] the issue of extending the modeltvidifferent types of
constraints is raised. Indeed, &pFs all the properties of the schema are expressed
in terms of the structure of the graph, and the possibilitgpecifying additional con-
straints, such as existence of edges, is precluded.

In this paper we extend the framework of [BUN 97] presenthmgyfollowing con-
tributions:

— We extendBDFs schemas with constraints. The basic idea is to express con-
straints in terms of formulae associated to nodes of thensahé formula on a node
u imposes a condition that, for every ground graptonforming toS, must be satis-
fied by every node of simulatingu (see Example 2). We consider different types of
constraints, and we discuss how the expressive power obtieraint language influ-
ences the complexity of subsumption checking. In particwe show that by adding
edge-existence and functionality constraints the conifgl@t subsumption remains
polynomial.

— We introduce a basic form of queries, called graph seledjiogries, which
are used to select graphs from a database (see Example 3jju&helanguage pre-
sented here represents a basic building block of a fullfeat query language and
has been designed on one hand to express sophisticatedfippoperties of graphs,
and on the other hand to keep several interesting reasoaskg tlecidable. These
reasoning tasks, such as comparing queries and schemasc&irhcontainment be-
tween queries, are at the basis of query optimization tecies applicable to a more
expressive query language.

Example 2 The schema in Figure 1 presents several modeling probletishvare
demonstrated by the sample ground graph. Although in pi@cve would like
that each section has exactly one text associated to it,ctensg allows for sec-
tions with more that one text or no text at all. Similarly, torectly represent
the order of sections it is essential to impose that eaclioseid followed by at
most one other section, and that a final section of referent@sesent, contains
at least one reference. This calls for adding constrainteaafesu; andus to im-
pose restrictions on the number of outgoing edges, whichpeeify asC(u;) =
3=ledge (Text ) A 3='edge (Sect i on) andC(u3) = Jedge (Ref ). .

Example 3 Given a database containing ground graphs conforming tedchema in
Figure 1,

Jdpath ((Ti t1 eoSecti on*oRef )*o(Ti t| eA(self = GraphQueries)))to(T)

is a query that selects all papers that reference eithettljirer indirectly, via other
papers, a paper of titler aphQuer i es. n

The paper is organized as follows. In Section 2 we descridebiFs data model
and the description logie.ALC Q, which are the basic formalisms in our investigation.
In Section 3 we address the problem of adding constraing®&s. In Section 4 we
define a language for expressing graph selection queri&edtion 5 we describe the
evaluation of graph selection queries. Finally, Sectionctudes the paper.



256  Networking and Information Systems Journal. Volume 2 2/1999

2. Preliminaries

In this section, we describe the basic characteristics ®ffdhmalism for mod-
eling semi-structured data proposed in [BUN 97], which wk saFs, and which
is the basis of our investigation. In addition we introdube tescription logic
wALCQ [DEG 97] whose reasoning tasks are exploited to reason onstemstured
data schemas.

2.1. The BDFs Data Model

The formalismBDFsis appropriate for an edge-labeled graph model of data,evher
labels denote properties of edges representing the adtal @o express such prop-
erties, a decidable, complétéirst-order theoryZ over a fixed, finite universg/ is
considered. The language @f includes one distinct constant for each element of
U and special unary predicates of the fofself = a), for each constani, where
(self = a)(a’)istrue ifand only ifa = o'.

Definition 4 A 7-ground graph is a rooted connected graph whose edges aedddb
with formulae of the forniself = a), wherea is a constant of . A7 -graph schema
is a rooted connected graph whose edges are labeled withydnanulae of7 .

Note that a7 -ground graph is a special case Dfgraph schema. In what fol-
lows, we omit7, and simply refer to ground graphs, and graph schemas (q@iysim
schemas), respectively. Also, in the labels of ground gsapke abbreviateself = a)
with a, and we use the term graph to denote either a ground graphraph gchema.
A semi-structured database (or simply database) is a fieitefgyraphs. A database
constituted only by ground graphs is called ground database

For any graph, we denote the root aff by root(G), the set of nodes aff by
Nodes(G), and the set of edges 6f by Edges(G). We denote an edge from node
to nodev labeled byp with u 2 v.

Definition 5 Given a ground graply and a schem&, a simulation fronmy to S is a
binary relation< from the nodes of to those ofS such thatu <« implies that for
each edge: % v in g, there exists an edge = o’ in S such that7 = p(a), and
v <,

Definition 6 A ground graphg conforms to a schemé, in notationg < S, if there
exists a simulation from to S such thatroot(g) < root(S).

Definition 7 Given two schema$ and.S’, S’ subsumes, in notationS C 5, if for
every ground graplg, g < S impliesg < S’. S’ and S are equivalent if botts T S’
andS’'C S.

In [BUN 97], an algorithm is presented for checking subsuamp{and confor-
mance, being a ground graph a special case of schema). Tdwtlaly essentially
looks for the greatest simulation between the nodes of thesthhemas, and works in

1The theory is complete in the sense that for every closed farrfiukither? entails f, or 7 entails
—f [BUN 97].
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time O(mPW -t (m)), wherem is the size of the two schemas, andz) is the time
needed to check whether a formula of sizes valid in7. In the setting of [BUN 97]

it is meaningful not to considef to be part of the input of the subsumption problem.
Therefore, whenever-(m) may be assumed to be independentgfi(m) can be
replaced by a constant.

2.2. The Description Logic uALCQ

Description logics allow one to represent a domain of irgene terms of con-
cepts and roles. Concepts model classes of individualdewtblies model relation-
ships between classes. We concentrate on the descriptipn oA LCQ studied
in [DEG 97], where a correspondence was shown with a wellkniogic of pro-
grams, called modal mu-calculus [KOZ 83, STR 89], that igduse expressing tem-
poral properties of reactive and parallel processes [STESME 96]. In fact,u.ALCQ
can be viewed as a variant of modal mu-calculus extendedgrditied modalities (see
e.g. [HOE 95]).u.ALCQ can also be viewed as a well-behaved fragment of first-order
logic with fixpoints (see e.g. [ABI 95]).

We make use of the standard first-order notions of scope,and free occur-
rences of variables, closed formulae, etc., tregtirondr as quantifiers.

The primitive symbols innALCQ are atomic concepts, (concept) variables, and
atomic roles (in the following called simply roles). Contepre formed according to
the following syntax:

Cu=A|~C|CiNC | 3RC | (>nRCO) | uX.C | X

where A denotes an atomic concefit,a role,n a natural number, and a variable,
and the restriction is made that every free occurrenck of 4.X.C is in the scope of
an even number of negations.

We introduce the following abbreviations:

CiUCy for —(=CyM-Cs)
T for AU-A
L for T
JR.C for (>1R.C)
VR.C for -3R.-C
(nR.C) for =(>n+1R.C)
(=nR.C) for (<nR.C)N(>nR.C)
vX.C for —uX.~C[X/-X]

where C[X/—-X] is the concept obtained by substituting all free occurrerafeX
with =X,
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An interpretatiorZ = (AZ,.T) consists of an interpretation domai?, and an
interpretation function, which maps every atomic concept to a subsef\éf and
every atomic role to a subset & x AZ. The presence of free variables does not
allow us to extend the interpretation functidndirectly to every concept of the logic.
For this reason we introduce valuations. A valuatpon an interpretatior? is a
mapping from variables to subsetsAf. Given a valuatiorp, we denote by[X/€]
the valuation identical tp except for the fact thag[ X /E](X) = £.

LetZ be an interpretation anga valuation or. We assign meaning to concepts
of the logic by associating td andp an extension functiorf, mapping concepts to
subsets ofAZ, as follows:

X = px)cat
AT = ATCAT
(-C)f = aAt-cf
(1M Co); = (C),N(Ca);,
(>nRCO), = {se AT |#{s'|(s,s) € RT ands’ € CT} > n}
(nX.C)F = ﬂ{g C AT CZ[X/E] c&}

Observe that the semantics assignedXaC is
wX.OF =\ {ecA®| €€ Cly/g )

The expressioﬁ)‘pZ[X /) €an be seen as an operator from subSatsA’ to subsets of

AZ, and, by the syntactic restriction enforced on variablashsan operator is guar-
anteed to be monotonic wgt. The constructg X .C andv X .C denote respectively
the least fixpoint and the greatest fixpoint of the operatdre &xtension of closed
concepts is independent of the valuation, and thereforelésed concepts we do not
consider the valuation explicitly. A closed concé&pts satisfiable if there exists an
interpretatioriZ such thatC? # ().

A uALCQ knowledge base is a finite set of axiofig C Cy whereC; andCs
are closed concepts pfALCQ. We useC; = (' as an abbreviation for the pair of
axiomsC; C Cy andCsy C (7. An interpretatior satisfies an axiond; C Cs, if
Ct C C%. Tis a model of a knowledge badg, if Z satisfies all axioms iC. A
closed concept is satisfiable in a knowledge bakgif there exists a model of
such thatCZ £ ().

Theorem 8 ([DEG 97]) Satisfiability of (closed).ALC Q concepts and satisfiability
of (closed)uALCQ concepts inuALCQ knowledge bases are EXPTIME-complete
problems.
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3. Schemas with Constraints

We address now the problem of extendingglne=s data model in order to express
constraints on a schema. We conceive a constraint for a scHexs a formula asso-
ciated to a node of the schema. The formula is expressed in a certain langdage
and its role is to impose a condition that, for every grourabbry conforming toS,
must be satisfied by every nodeg$imulatingu. In other words, constraints are used
to impose additional conditions on the schema, with resjoetttose already implied
by the structure of the graph.

Definition 9 A schema withC-constraints, or simplyC-schema, is a schema where
each node: is labeled by a formul& (u) of the constraint languagg.

Definition 10 Given a ground graply and an£-schemaS, a simulation fromy to S

is a binary relation< from the nodes qf to those ofS such thatu < «’ implies that
(1) u satisfieC(v), and (2) for each edge % v in g, there exists an edgé = o’

in S such that7 = p(a), andv < o'.

The notions of conformance, subsumption and equivalentgireunchanged,
given the new definition of simulation. We assume tatontains the formula,
which is satisfied by every node of every ground graph. Tloeegfwe can view a
ground graphy as anf-schema, wher€(u) = T for every nodeu of g. Thus,
conformance is again a special case of subsumption.

Since constraints may contradict each other, or may evemdoeripatible with the
structure of the graph, the notion of consistency beconiegamt (notice that a ground
graph is always consistent). Moreover, we can introducentit®n of disjointness
betweenl-schemas.

Definition 11 Given anC-schema$, a nodeu € Nodes(S) is consistent if there is
at least one ground graph which conforms4f whereS’ is equal toS except that
root(S’) = u. S is consistent, ifoot(S) is consistent. Tw@-schemass; and.S; are
disjoint, if there is no ground graph that conformsSp and .S,.

We consider now different forms of constraints, and studysgiency and sub-
sumption checking. Being conformance a special case ofusytson, we do not
explicitly deal with conformance.

3.1. Local Constraints

We consider a languagé; in which only local constraints can be expressed,
i.e. only constraints on the edges directly emanating fronode. Formulae irC;
have the following syntaxy, v; and~- denote constraints, anddenotes a formula
of T):

v == T | 3edge (p) | —3edge (p) | 3='edge (p) | 71 A2

We use3='edge (p) as an abbreviation fofedge (p) A 3='edge (p). Intuitively,
a constraint of the formdedge (p) on a nodeu, called edge-existence constraint,
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imposes thai: has at least one outgoing edge® v such thatZ = p(a), while
a constraint of the forr@<'edge (p), called functionality-constraint, imposes that
has at most one such outgoing edge. More preciselyy ket anL;-schema ang a
ground graph. Then a nodeof g satisfies a constraint, in notationu = v, if the
following conditions are satisfied:

uET

u = Jedge (p) iff Ju > v e Edges(g). T k= p(a)
u = —Jedge (p) iff Yu > v e Edges(g). T = —p(a)
u l=3%'edge (p) iff #{u->v € Bdges(g) | T =pla)} <1
U A iff (ukEm) A (uE)

T
T

First of all, we show that we do not lose in expressivenesseifomit from £; the
possibility of using constraints of the formdedge (p). In fact, given anZ;-schema
S, we can obtain an equivalefif-schemarnec(S) = S’ not containing constraints of
the form—3edge (p) and with the same set of nodes%as follows. For every node
in S with C(u) = Jedge (p1)A- - -AJedge (p,) A—3edge (n1)A- - -A—-Jedge (ns) A
I='edge (f1) A --- A 3='edge (f,) and outgoing edges & vy,...,u & v, we
set the label of: in S” asC(u) = Jedge (p1) A --- A Jedge (p,) A 3=tedge (f1) A
.- A 3%'edge (f;), and fori € {1,...,k} we replace inu % v; the formulag; by
gi=qN—ni A A .

Lemma 12 If S is an £;-schema, thermrnec(S) is equivalent toS and its size is
polynomial in|S|.
Proof. Let S’ bernec(S).

“S C S Let g be a ground graph that conforms$oand < a simulation from
g to S respecting the constraints Sf (i.e. all conditions in Definition 10). We show
that< is also a simulation frorng to S’ respecting the constraints 8f. Indeed, letd
be a node ofy andu a node ofS (andS’) with d < u. For each edgé = e from u
in g there is an edge % v is S such that? |= ¢(a) ande < v. Sinced =, C(u),
we also havel =, C’'(u), and moreovef = —p(a), for all -3edge (p) appearing in
C(u). HenceT E ¢'(a).

“S'C S” Similar. O

Next we present a method for checking consistency, baseteofuhctionrin
defined in Figure 2. The role ofin is to first remove the non-existence constraints
by calling the functionnec, and then remove all inconsistent nodes from a schema.
Condition (1) ensures that nodes not connected to the reotanoved, while condi-
tions (2) and (3) remove nodes in which a constraint canneglisfied. In particular,
condition (2) deals with nodes having no outgoing edges émuiiring the existence
of at least one, while condition (3) verifies the existenc& iof appropriate objects
that can simultaneously satisfy the edge-existence ardifunality constraints.

Theorem 13 An £;-schemas is consistent if and only ifin(S) containsroot(S).
Moreover,rin(.S) runs in time polynomial inS]|.
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function rin(S: £-schema):L-schema;
{8+ rnec(S);
repeat
if there is a node in S’ with
C(u) = 3edge (p1) A --- A Jedge (p-) A I='edge (fi) A --- A F='edge (fs),
that satisfies one of the following conditions:
(1) w is not connected taoot(S’) in S’
(2) r > 1 andu has no outgoing edge i
@)r>1,uBv,...,u v, withm > 1, are all outgoing edges afin ', and
T =3 31’"'(/\199(171'(951') A V1gjgn qj(xi)) A
/\1gkgs /\1§i<jgr((fk(xi) A fk(xj)) Dz = x]))
then remove fromS’ the nodeu, and all edges from and tg;
until root(S”) has been removed frof or no new node has been removed fréf
return S’

}

Figure 2. Functionrin that removes non-existence constraints and inconsistetga

Proof. “<«<" If a node u of S is consistent, then there is a ground graph which
conforms to the schem§,, identical to S except for the root which i%. Hence
neither condition (2) nor (3) ofin can be satisfied fox, and ifu = root(S) thenu
is not removed fronf.

“=" Let S = rin(S) andu a node (connected tmot(S) = root(S")) in S’.
If conditions (2) and (3) invin are not satisfied for, then: eitheiC(u) contains no
edge-existence constraints, and the ground graph corsidta single node conforms
to S, orC(u) contains edge-existence constraifgslge (p;), . . ., Jedge (p,), u has
outgoing edgess & v1,...,u &3 v, in $" and the formula in condition (3) is not
satisfied. In this case there are (not necessarily distitggctsay, . . ., a,- in 7 which
can be used to construct a ground graph with a dobiaving outgoing edges labeled
with aq, ..., a,, and satisfying@’ (u).

“Complexity” The number of iterations is bounded by the nembf nodes in
S, and at each iteration, for each node validity check is done for a formula of
7 whose size is bounded by a polynomial in the sum of the sizé(ej and the
sizes of the formulae labeling the outgoing edgesuof Hencerin runs in time
O(|S|°M -t (|S)°M)), and the thesis follows sinde-(|S|°™") is assumed to be
constant. U

We now turn our attention to the method for checking subsionpf schemas
with constraints, which is also a method for checking comfance of ground graphs
to schemas. The method is based on the functigs defined in Figure 3. Note
that subs is an extension of the algorithm in [BUN 97]. Its basic ideaddook for
a simulation between the two schemas by constructing daelat as the Cartesian
product of the two sets of nodes, and then removing f®mll the pairs(u,v’) for
which no relationg satisfying condition (2) of Definition 10 may exist. Intwigly,
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function subs(So, Sj: £L-schema): boolean
{ S — rin(So);
S’ — rin(S));
if S does not contaimoot(Sy) then return true;
if S’ does not contaimoot(S,) then return false;
R+ {(u,u') | u € Nodes(S),u’ € Nodes(S")};
repeat
if there is(u, u’) € R, withu & v;,...,u %3 v, all outgoing edges of in S,
C(u) = Jedge (p1) A --- A Jedge (p-) A 3='edge (f1) A --- A I='edge (fs),
C(u') = Jedge (py) A --- A 3edge (pl.,) A I=tedge (f{) A--- A T='edge (f)),
that satisfies one of the following conditions:
(1) thereisi € {1, ...,n} such that
T | Jzo3xr - - - Fzr(qi(m0) A /\1§jgm ﬂqg-(mo) A
Algjgr(pj(x.i) A \/1§k§n qk(xj)) A
Algegs /\ogj<kgr((f€(xj) A fz(l'k)) DT = xk))
whereu’ 2 vj, j € {1,...,m} are all edges from' in " such tha{v;, vj) € R
(2)r =0andr’ # 0, orr # 0and thereis € {1,...,r'} such that
T3 er(/\léjér —pi(z;) A
Algjgr(pj(xj) A \/1§k§n qk(mj)) A
Nicocs Nacjener ((Fe(@i) A fo(@r)) D 5 = z1))
(3) thereisi € {1,..., s’} such that
T | 3z1 - 3z, 3xe 132 (fl (@r41) A fi(@ri2) A Trgr # Trp2 A
/\1§jgrpj(mj) A
Nicjsrra Vickan @(z5) A
/\1§Z§s /\1§j<k§7~+2((fé(mj) A fe(zr)) D
Tj = Tk))
then remove(u, u’) from R;
until no new pair has been removed frdin
return (root(S), root(S’)) € R

}

Figure 3. Functionsubs that verifies subsumption of schemas with local constraints

the algorithm checks locally for the pdie, '), whether it is possible to construct a
ground graply which can be used as a counterexample to the subsumptiowjactal
consists just of a nodéand the nodes connectedddy means of its outgoing edges.
In particular, condition (1) checks the existence of an cidje 7 which can label an
edge fromd which has a corresponding edge franbut none fromu’. Due to the
functionality constraints on, this test must also take into account the constraints on
u in S. Condition (2) checks whethercould violate the edge-existence constraints
onu’ while satisfying the constraints any and condition (3) does a similar check for
the functionality constraints om'.

Theorem 14 If S; and S, are £;-schemas, thef; C S, if and only if subs(S1, S2)
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C(u}) = C(uy) = 3= edge (Text ) A

Ref 3=ledge (Sect i on)
() C(ub) = I='edge (Sect i on)
C(uf) = 37 edge (Text ) A
3='edge (Sect i on)
(b) Ref C(uy) = 3='edge (Sect i on)

Figure 4. Schemas for papers divided in ordered nested sections

returns true. Moreovegubs (S, .S2) runs in time polynomial inS; | + |Sa|.

Proof. For a schema and a node: of S, let S* denote the schema identical to
S except thatroot(S*) = w. The proof is based on showing that the pairv’)

is remqved fromR, if and only if there is a ground graphsuch thaty < S} but
9% 5.

“«<" Let g be a ground graph such thats S}, and let<d; be the corresponding
simulation respecting the constraints&jf. Then the relatiorR constructed byubs
can be used to obtain a simulatigi from g to S;" respecting the constraints ,sg’.

“=" Let (u,u’) be a pair removed fron® by subs at the K-th iteration of the
repeat-until loop. The construction of a ground grgguch thay < S} andg A S;"
is by induction onk’, exploiting the fact that all inconsistent nodesSinand.S; have
been removed before starting the constructio®of

“Complexity” The number of iterations is bound h¥, | - | Sz|, and at each itera-
tion a polynomial number formulae of size polynomiahin= |5 |+ |S,| are checked
for validity in 7. Hencesubs runs in timeO (m°® . m©M)). The thesis follows from
the fact that 7 (m©™)) is assumed to be constant. O

The above result, together with Lemma 12, shows that addamjunctions of
local constraints t@DFs does not increase the complexity of subsumption.
Example 15 Figure 4 shows two extensions to the schema in Figure 1, inhwingst-
ing of sections is considerédSchema (a) models papers in which sections may con-
tain subsections (i.e. with nesting of depth two). Schemgdrfbtead, models papersin
which sections may be nested at arbitrary depth. It is ptessitverify, that schema (b)
subsumes schema (@), and that both subsume the schemaria Eigu

Observe that, if we replacé='edge (Text ) by 3='edge (Text ) in C(u}) (thus

2Constraints equal td are not shown in the figures.
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modeling draft papers with possibly empty sections), thefion subs eliminates the
pair (u}, u/) from R because of condition (2), and in turn the paif, v ) because of
condition (1). Hence, in this case, schema (@) is not subdioyschema (b). u
In [BUN 97], it is shown that the notion of Least Upper BoundJ@®) of two
schemas is useful for several purposes (e.g. for computmcanonical fragments”
of ground graphs). The LUB of two schem&s and S,, denoted byS; M S, is a
schema satisfying the following property: the set of grognalphs that conform to
S1 M S5 is the set of ground graphs that conform to béthand S;. We can show
that the method mentioned in [BUN 97] for computing the LUBwWb6 schemas can
be easily extended in order to compute the LUB of #lyeschemass; andS; in time
O(]S1]-]S2|). This implies that we also have a method for checking if fiysschemas
are disjoint, based on the observation thatnd S, are disjoint if and only ifS; 1.5
is inconsistent.
Theorem 16 Checking the disjointness of twh-schemass; and.S; can be done in
time polynomial in S| - |.Sz|.

3.2. Non-Local Constraints

We consider a simple constraint languafig in which the constraints are not
local, i.e. they can express conditions on edges that ardiresitly connected to the
node labeled with the constraint. We show that consisteauegt thus subsumption) of
schemas with constraints becomes intractable.

The formulae of the constraint languagg have the following syntax:

v == T | Jedge (p)to(y) | Vedge (p)to(vy) | 71 A2

where the additional rules for the satisfaction of constsadf £,, in a nodeu of a
ground graph are:

u = Jedge (p)to (y) iff Ju > v e Edges(g). (T | pla) Av = 7)
u |=Vedge (p)to (y) iff VYu v € Edges(g). (T = pla) Dv = 7)

Observe that,, is not local since the constraints imposed on one node malyimp
other constraints on adjacent nodes. By exploiting thipery and the hardness
results in [DON 92], we can show that consistency checkirugpi¢P-hard.

Theorem 17 Checking the consistency of @h,-schemaSs is coNP-hard in the size
of S, even if7 is empty, i.e. all edges ¢f are labeled withrue.

Proof. The proof is an adaptation of the proof of coNP-hardnesstisffibility in the
Description LogicALE [DON 92], and is based on a reduction of the NP-complete
ALL -POS ONEIN-THREE 3SAT problent to inconsistency of aff,,-schema.

Given a setFF = {fi,...,fm} of positive clauses with three literals over
{z1,...,2,}, the schemaSr which encodesF' is shown in Figure 5, where

SALL-POS ONEIN-THREE 3SAT is the problem of deciding whether a 3CNF positive formula asiai
truth assignment such that each clause has exactly onetera. li
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Cr T T T
true true true true
° >0 >0 — — >@——— >@
uo Ui U2 Uam—2  U2m—1

Figure 5. Schema encoding = {f1,..., fm}

root(Sp) = up andC(ug) = CLA---ACP, withCY i e {1,...,m},j € {1,...,n},
defined inductively by:

oi _ | Fedge(P)to (Clyy), i€ fi
! Vedge (P)to (C7,,), ifa; ¢ fi
: :
v, - (s Y
mtitl)s j i

It is possible to show thatr is consistent if and only if there is no truth assignment
such that each clause has exactly one true literal. O

Theorem 17 shows that consistency checking remains cokP¢aad subsump-
tion NP-hard), even iff can be used as an oracle for validity. The complexity of
checking consistency in the presence of non-local comstréies in the necessity to
verify whether a ground graph may exist, whose topology terdened by the con-
straints. SinceZ cannot predict anything about the possible topologies otiga
graphs, the validity checker &f cannot be used to “hide” a potentially exponential
computation.

4. Graph Selection Queries

In general, query languages on semi-structured data astitded by two compo-
nents: one for selecting graphs, and another one for résting the selected graph to
produce the actual answer [BUN 96, ABI 97c, FER 97, ABI 97bgréiwe introduce
a basic form of queries, which we call graph selection gsefigs-queries), which
deal only with the selection part. The language of gs-gsealows for expressing
sophisticated fixpoint properties of graphs, which are matlable in the above men-
tioned formalisms. Furthermore it has been carefully design order to keep several
interesting reasoning tasks decidable, such as checkiewy gatisfiability, checking
containment or disjointness between queries, and congpqtiaries and schemas.

Observe that the unit retrieved by a gs-query is a graph,eelsghere is no means
to extract and further manipulate specific data from a netdegraph (see for exam-
ple [GOL 97]). Therefore our language cannot be considerédl-deatured query
language, such as UnQL [BUN 96], but should rather be regbadeproviding basic
building blocks for querying semi-structured data, to bgleixed in query processing
for improving evaluation performance (see Section 5).

In the rest of the paper, we deal only witl)-schemas, which we simply call
schemas. The language for expressing graph selectioreques the following syn-
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tax (p denotes a formula df , n a positive integer, and a node variable)

node formulae: N == X | 32"edge(E) | =N | Ny ANy | uX.N
edge formulae: £ == p | to(N) | -E | E1 A Es

with the restriction that every free occurrenceXfin yX.N is in the scope of an
even number of negatichsWe introduce the following abbreviations;; V o for
(=1 A—aw), ay D as for —ay Vas, T forav-a, L foran-a, 35"edge (E) for
-32"+ledge (F), Jedge (F) for 32'edge (E), andvedge (E) for -3edge (-E).
Let g be a ground graph. A valuatignon g is a mapping from node variables to

subsets ofVodes(g). We denote by[X/N/] the valuation identical t@ except for
p|X/N](X) = N. For each node € Nodes(g), we define when: satisfies a node
formula N under a valuatiom, in notationp, u = N, as follows:

p,uEX iff e p(X)
p,u = 3Z"edge (E) iff #{u % v € Edges(g) | p,u > vEE}>n
p,u =N iff pufEN
p,u = N1 A Ny iff (p,ul=Ni) A (p,ulE Na)
p,u = puX.N iff VAN C Nodes(g).
(Vv € Nodes(g).p[X/N],v E N D p|[X/N],v E X)
D p[X/N]u = X
where
pyu v l=p iff 7 |=p(a)
pyu v = to(N) iff pvEN
pu vl -F iff pubvlEE

pusvEEANE iff (puvEE)A(puvE E)

Observe that for closed (wrt node variables) node formglaksfaction is independent
of the valuation, and we denote it simply by= N.

Note that it is possible to specify node formulae which ezprihe existence of
paths that are characterized by regular expressions ogerfednulae. In particular,
we considedpath (P)to (), whereP is a regular expression over edge formulae,
andN is a node formula, as an abbreviation for the node formuladéfinductively
over the structure oP as follows:

Jpath (E)to (N) = dJedge (E Ato(N))
Jdpath (P, U P)to(N) = 3Jpath(P;)to(N)V Ipath (Py)to (N)
Jpath (P, o P;)to(N) = Jpath(P;)to (Jpath (P;)to (N))
Jpath (P*)to(N) = pX.(IVV dpath(P)to (X))

We use the abbreviatiofpath (P) to (N) for -3path (P) to (—N).

4This is the usual syntactic monotonicity constraint typmiaixpoint logics, that guarantees the mono-
tonicity of the fixpoint operator.
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Definition 18 Given a graphG (either a ground graph or a schema) and a closed
node formulaN, we say thatG satisfiesNV, in notationG C N, if for every ground
graphg conforming toG, root(g) = N.

Itis easy to see that if is a ground graph an¥¥ is a node formula, thep C N if and
only if root(g) = N.

Definition 19 A graph selection query (gs-querg) is a closed node formula. The
evaluation ofQ) over a databaséB returns the sef)(DB) of all consistent graphs
G € DB such thatG C Q.

Example 20 The gs-query
Vedge (Ti t | e D to(uX.Vpath (Secti on U (Text o Section))to(X)))

selects all graphs representing papers with a finite depttesting of sections, and
such that at each nesting level, the number of sections ts film particular, papers
containing a loop between sections, i.e. sections thatdi@nved either directly or
indirectly by themselves are not selected by the query. n

Definition 21 A gs-query( is satisfiable if there exists a databa#®3 such that
Q(DB) is non-empty. Given two gs-queri@s and @, @1 is contained inQ, if for
every databasdB, Q:(DB) C Q2(DB), and Q) is disjoint fromQ. if for every
databaseDB, Q(DB) N Qz(DB) = 0.

Theorem 22 Checking a gs-query for satisfiability and checking contaént and dis-
jointness between two gs-queries are EXPTIME-completelgmus.

Proof. Since containment betweéh, and(@ can be verified by simply checking the
formula@; A —Q for unsatisfiability, and disjointness can be verified byaktireg
the formula@, A Q- for unsatisfiability, we focus on satisfiability only.

It is easy to see that a query is satisfiable if and only if ther@ ground graph
g such thaty C Q. In fact, if there is a databaseB such thatQ(DB) contains a
schemas, then there exists also a databd¥B’ = DB U {g}, whereg is a ground
graph conforming t&. Hencey is contained inQ(DB’).

To show the EXPTIME upper bound we exploit a polynomial regurcof satis-
fiability of a gs-query to satisfiability in.ALC Q. We check whethef) is satisfiable,
by encoding the problem into satisfiability ofi@dLCQ conceptCyq in a pnALCQ
knowledge bas&.

In encoding@ we exploit reification of edges, as used in [BUN 97]. Intwetiy
we split each labeled edge- v of a ground graph into two edges e, — v, by
introducing an intermediate nodg, labeled byx and making use of a special relation
e (which is the only relation used in the encoding).

The knowledge bask is the union ofKCy M K7, whereky and K+ are as fol-
lows:

— K, which enforces the general structure of graphs, has tine for

T Node LI Edge
Node LT —Fdge

Ir1
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Node LC Ve.Edge
Edge C (=1e.T)MNVe.Node

with Node and Edge new atomic concepts. Intuitively, this part &f partitions the
interpretation domain into objects denoting nod¥sde) and objects denoting edges
(Edge), and specifies the correct links for them.

— K7, which reflects the properties of the the@yis formed by the axioms

Edge = Oy, U---U0,, wherea,,...,a, are all the constants i1, and
O, E =0, for each pair of constants, a;

whereO, is a new atomic concept associated with In addition, for each unary
concepip in @ and for each constant &+ contains an axiom

0, C A, if TIpa)
0, C -4, if TkE-pla)

whereA,, is a new atomic concept associategto

The concepCl has the formVode My(Q), wherey(Q) is defined inductively as
follows:

Y(X) = X vp) = A
Y(3medge (E)) = (> ned(E)) O
IRCORRES Y(to(N)) = Vea(N)
$(~N) W(N) BB — ()
i) = Ve P wEAE) = (B NU(E)

It can be shown that each ground graph satisfyihcan be mapped to a model of
K satisfyingCo and vice-versa, that each modelf6fsatisfyingC can be mapped
to a ground graph satisfying.

To get the EXPTIME upper bound it suffices to observe fiatoes not depend
on the query and hence has a constant size, while the sizg & linearly bound by
the size of the query.

The EXPTIME hardness is a consequence of the EXPTIME hasdolesatisfia-
bility of a u.ALC Q concept. It is easy to show that given a cona@pine can build a
conceptC’ (the “reified” version ofC) such that every model a@f' corresponds to a
model of the knowledge bagésatisfyingC’, and vice-versaC’ corresponds directly
(by inverting the mapping) to a gs-query. |

5. Evaluating Graph Selection Queries

We describe now a method for evaluating a gs-query over andeaiher a schema
or a ground graph), and over a database.
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5.1. Evaluating Queries over Graphs

Given a ground graph and a gs-querg), we can verify in polynomial time in the
size ofg (and in exponential time in the size gfandQ) whetherroot(g) = Q. This
follows from the fact that) can be easily translated into a formula of first-order logic
plus fixpoints [ABI 95], and thag can be transformed into a first-order structure. Thus
checking whethey is part of the answer set @ can be reduced to model checking
in first-order logic plus fixpoints, which has polynomial daiomplexity. Therefore,
the method verifies in polynomial time in the sizegofvhetherg C Q.

We now turn our attention to checking whether a schema stiafgs-query. To
this purpose, we exploit the fact that each schefnzan be transformed into a gs-
queryQ@s that is equivalent t&, in the sense that the ground graphs conforming§ to
are exactly those that satisfys. We callQs the characteristic query of the schema
S.

To define@ s, we first consider the set of mutual recursive equations:

Xu, = C(uy) AVedge (\/uliv(p A10(Xy)))
Xu, = Clun)Avedge(V, » (pA10(X,)))
one for each node; in Nodes(S) = {u1,...,up}.

Then we eliminate, one at the time, each of the above eqsasept the one for
Xroot(s) as follows: eliminate the equatioXi,; = NV; and substitute each occurrence
of X,,; inthe remaining equations withX,,;.N;. Let X ,,,;(s) = Ns be the resulting
equation. The characteristic quepy of S'is v.X,o(s)-Ns S
Theorem 23 If S is a schema and)s is its characteristic query, then, for every
ground graphy, g conforms taS if and only ifg satisfiesQs.

Proof. “<" Let p, be the valuation assigning the greatest extension to &ach

while satisfying the equations

Xu, = C(ur) AVedge(V p At0(Xy)))

2,
1—v

Xu, : C(up) A Vedge (\/u p At0(X,)))

w2l
We define
R = {(u,u’) € Nodes(g) x Nodes(S) | pu,u = Xy}

We show thafR is a simulation frony to S, i.e. for eachu, v/, if (u,u’) € R then
(1) u = C(u'), and (2) for each edge % v € Edges(g), there exists an edge
u' % o' € Edges(S) such that? = p(a) and(v,v') € R. Indeed,p,,u = X,
impliesp,,u = C(u') AVedge (\V ,» ,(p Ato(X,))). Hence

2
u' —v

5This construction is analogous to the one used in Processbfdgor defining a characteristic formula
of a process [STE 94], i.e. a formula which is satisfied by dyaait processes that are equivalent to the
process under bisimulation. Similarly,s characterizes exactly all databases that conforsi to
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D) pv,u = C(W)

(2) for eachu % v € Edges(g), there exists an edg€ %> v’ € Edges(S) such
that7 = p(a) andp,,v = X, i.e.(v,v') € R.

It remains to show thatroot(g), root(S)) € R. The construction applied to build
the characteristic formul@s® guarantees that = Qs iff p,,u = Xroot(s)- HenNce,
sinceg C Qs, i.e.100t(g) = Qs, we have thap,,, root(g) = X, oot(s)-

“=" Let < € Nodes(g) x Nodes(S) be the greatest simulation relation such that
u =< v’ implies that (1)u satisfiesC(v/), and (2) for each edge % v € Edges(g),
there exists an edgé 2 v’ such that7 = p(a) andv < v'. Let p, be a valuation
such thap.(X,/) = {u | u = w'}. Itis easy to verify that

peu = X, impliespe, u = C(u') AVedge (\/ pAto(Xy))

uw Do
Now the valuationp, defined above is also the valuation assigning the greatest ex
tension to eachX,,, that satisfies these implicatiohsThis implies thatp.(X,/) C
pv(Xu) and thus, since |= Qs iff p,, u = X, 00i(5), We getthatoot(g) = Qs, i.e.
gE Qs. U

Theorem 24 If S is a schema and) is a gs-query, then checking whethei_ @ is
EXPTIME-hard and decidable in tim@(2r(1QsI+1QD),

Proof. It suffices to verify the unsatisfiability of the gs-quepyg A —Q. |

Observe thatQs| may be exponential with respect §|. Therefore checking
whether a schema satisfies a gs-query can be done in worsle@sministic double
exponential time with respect to the size of the schema (atethhinistic exponential
time with respect to the size of the gs-query).

5.2. Evaluating Queries over a Database

We sketch now how to exploit schemas and subsumption arardisgss relations
between graphs in order to evaluate gs-queries over dasbdfe remind the reader
that evaluating a gs-query over a database means selelitgrggzhs in the database
that satisfy the query. Without loss of generality we asstiraéthe database does not
contain equivalent graphs.

When the database is constituted by a flat set of ground graphkjating a gs-
query@ amounts simply to check for each ground graph separatelyhehé satis-
fies@. On the contrary, when the databa3® is constituted by ground graphs and
schemas, and when for each pair of such graphs one knowsaevlweté is subsumed
by the other or whether they are disjoint, then the evalnadib) on DB can take
advantage of this information by proceeding as follows.

6Note that this construction is exactly the one used e.g. XKBO] to eliminate mutual fixpoints.
"This is a direct consequence of Tarski-Knaster’s fixpoiabtem [TAR 55].
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Let G be equal taDB. While G is not empty, repeatedly select a graghrom G
such that no graph i subsumes, and do the following:

1. If G is equivalent taQ, then letQ(DB) be all graphs irf subsumed by and
stop.

2. If G satisfies@, then move all graphs that are subsumeddyrom G to
Q(DB), and continue.

3. If Q is contained iR, then remove frongy the graphG and all graphs that
are disjoint fromG and continue.

4. If Q¢ is disjoint from(), then remove frong all graphs that are subsumed by
G, and continue.

5. Otherwise, remové&’ from G and continue.

Observe that in this way schemas act as semantic indexesaphgin the
database and help in improving performance of query evaluatith respect to the
brute approach of evaluating graphs one by one, similarlpataGuides proposed
in [GOL 97]. Therefore, the addition of schemas to a datalbasstituted by ground
graphs only allows for a more effective query evaluatiorcpss. Obviously, because
of the high complexity of comparing schemas and querieshaseo carefully choose
the size of schemas to be small (e.g. logarithmic) with retsfmethe size of the con-
forming ground graphs in the database.

6. Conclusions

In this paper we have extended tBeFs framework by adding constraints to the
nodes of the schema, and have devised polynomial time #igwsifor checking con-
formance and subsumption in the case of local constrainesh&Ve also shown that
even simple forms of non-local constraints lead to intdaititg. In addition we have
introduced a basic form of queries over schemas with cansiraor which query
satisfiability and query containment in our setting are EXWH complete. We have
discussed how to exploit the semantic information in thestds for query evaluation.

We are currently working on various aspects. First, we areking to extend
the polynomial time algorithm for schema subsumption teotbrms of constraints,
including cardinality constraints. Second, we are inggging the possibility of avoid-
ing the worst case exponential blowup in the encoding of amehinto a query. Fi-
nally, we are considering a more general query languageutteg graph selection
gueries as building blocks, and we are devising technigoieguery containment in
such a language, along the line of [CAL 98].
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