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ABSTRACT

A new approach for solving inverse kinematic problems in redundant manipulators is
presented. Efficient computational methods are derived by reducing the problem in
terms of the redundant degrees of freedom only. In particular, joint variables are de-
composed into basic and independent ones, and the latter are obtained by optimizing a
given criterion or imposing additional constraints. When redundancy is solved via opti-
mization, the proposed approach yields the Reduced Gradient method, a very effective
one as compared with the standard Projected Gradient. When a task-augmentation
strategy is followed, the decomposition approach can be used to revisit the Task Priority

concept, possibly avoiding the need for psendoinverses. Simple examples illus-
trated analytically the advantages of the joint-space decomposition technique.

INTRODUCTION

Redundant robot arms offer enhanced motion dexterity and greater flexibility for deal-
ing with complex task specifications, though requiring more sophisticated control alge-
rithms. Redundancy is a relative concept for a manipulator, depending on the differ-

ence between the number n of dof’s of the mechanical structure and the number m of

variables needed to describe the assigned robot task.

When n — m > 1, the joint-space motion q(t) can be planned so as to aceomplish a

primary kinematic task, e.g. a specified end-effector path
p(t)=f(a(t)), q€R", peR”, m<n, (1)

while optimizing a performance criterion and/or satisfying additional constraints. Sin-
gularity avoidance [1], collision-free motion in the presence of workspace obstacles [2,3],
consideration of joint-range limits [4], and task-compatible arm posture selection [5,6,7]
are common instances of redundancy utilization.

In most of the existing techniques, a major role is played by the pseudoinverse
matrix J1(q) of the Jacobian J(q) = 0f/0q of the robot direct kinematics. The general
solution to p = Jq, the differential relation associated to (1), can be written as

G=Ip+(I-31)v, (2)

where v € IR" is an arbitrary joint velocity, which is projected in the null space of J
by means of the projection operator P = I — J'J [8]. Vector v can be specified either
within an optimization approach or by a suitable task-augmentation.
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In order to obtain full beneft from a kinematically redundant design while still
keeping limited the computational load, the efficiency issue should be addressed in any
redundancy resolution scheme. In general, computation of the pseudoinverse requires
the Singular Value Decomposition of J, a numerically intensive and sensitive operation.
When the Jacobian has full row rank, J! takes on the more explicit form JT(JJT)—I.
Still, being the n x n projection matrix P of rank n — m, thereis a considerable waste
of information. As a matter of fact, this is inherent with the idea underlying (2):
additional joint motions, which should not perturbate the primary task, are obtained
by projection in the null space of J.

As opposed to this approach, the concept of decomposition and reduction is ex-
ploited here. More spe¢ifically, the primary task constraint (1) is used to locally explicit
m joint variables in terms of the remaining n—m, which represent the redundant degrees
of freedom. The selection of values for these n — m joint variables is the counterpart of
the choice of vector v in (2), and zgain it can be made according to a given optimiza-
tion criterion or by imposing additional constraints. In general, criteria or constraints
depend on the whole set of joint variables but, as a result of the above joint-space
decomposition, they can be reduced to functions of the independent variables only.

The resulting method is particularly efficient since it directly deals with the extra
degrees of freedom only, thus avoiding the use of pseudoinversion. Moreover, through
the selection of a specific decomposition of joint variables, an explicit command on the
particular arm configuration is provided. ,

In the following, the joint-space decomposition approach will be illustrated within
both the optimization and the task-augmentation frameworks for solving redundancy.
In the former case, this will lead to a new effective resolution algorithm, the Reduced
Gradient method, which is alternative to the well-known Projected Gradient method [4].
In the latter case, a computational improvement will be gained over existing schemes,
such as Task-Priority [6], together with a higher flexibility in the constraints handling.
Simple analytic examples are used toillustrate fully the above features. A discussion of
possible drawbacks of the proposed method together with indications for their solution
concludes the paper.

REDUNDANCY RESOLUTION VIA OPTIMIZATION

When redundancy is resolved via local maximization of a performance criterion H(q),
the standard approach consists in taking v in (2) in the direction of the gradient

qu(Q)é (8H/3q)?‘. The resulting scheme
q=J"p+a(I-J'I)VH, (3)

in which « is an adjustable stepsize, was recognized to be the transposition of the
Projected Gradient (PG) method [4]. Joint velocities (3) tend to increase in time the
value of the performance criterion H along the specified end-effector path.

The joint-space decomposition approach offers an alternative way to deal with the
same optimization problem. Assuming full row rank for the Jacobian J, it is always
possible to rewrite the differential kinematics as

IE’ = Jn(Q)éla + Jb(q)élbs (4)
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where J, is a square nonsingular matrix. This implies a partition of the joint coor-
dinates q into two subsets qq € JR™ and q4 € R™™™, respectively the basic and the
independent variables. The latter locally parametrize the arm redundancy, so that a
formal inverse function qs = @(p,qs) for (1) can be obtained [9]. This explicitation
descends directly from the Implicit Function Theorem applied to the direct kinematics.
Therefore, when the independent velocity qy is specified, choosing the basic velocity as

., 0B, 8B, 1. vy
Ge = 3B+ 5o = IB - (07 ), )

will guarantee satisfaction of the primary task in any case.

The selection of g, can be made on the basis of the criterion H(q,,qs), once this

is reduced to H'(qs) = H(@(p,qb),qb). In particular, the velocity vector s will be
chosen to provide the maximum increase for H !. Since the time derivative of H' is

(using (5))

8H' (aH 5% aH).F[aH GH][——J;IJ;].

., OH' _ (0H 8%  OH 8H
=% 4= \Bq. Gas T 5q/ " 3a. Fas 1 |9 (©)

then the independent joint velocity will be given by

& = cr(%%)f = a[—(J;]J;,)T I]VqH. @)

Sétting Jr £ J7 114, the overall joint-space solution is

51 T3, 13T -3
[gb] -—*[ o }P+a[ _’Sf IR]VqH. (8)

A discretized version of (8) was introduced in [10] as the Reduced Gradient (RG)
method for solving the inverse kinematic problem of redundant manipulators. Though
the projection and the reduction approaches follow a similar philosophy, the PG and
the RG methods are different, in that distinct joint motions are generated along the
same end-effector path. However, it can be shown that the same joint velocity direction
is generated when 2 self-motion (p = 0) is performed in the particular case n —m =1,
although the RG naturally produces a larger stepsize [10).

The superiority of the RG method is twofold. First, the computational complexity
in (8) is less than in (3). The key point is that the RG method needs only to invert
an m X m minor of J — which is directly available — as opposed to the PG method
that requires the inversion of the matrix product JJT, which may result in much more
involved expressions. Second, convergence of the RG method is known to be faster on
the average [11], as numerica! evidence has shown. These considerations are particularly
relevant when on-line implementation of redundancy resolution schemes is of concern.
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