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Abstract

The paper describes an approach to reasoning about actions and plan generation

within the framework of description logics� Our proposal is considered �classic� since

it is in the style of deductive planning and it relies upon the reasoning capabilities of

description logics� that are realized in the system Classic� From an epistemological point

of view our approach is based on the formalization of actions given by dynamic logics�

but we exploit their correspondence with description logics to turn the formalization

into an actual implementation� In particular� we are able to carefully weaken the logical

inference process� thus making the reasoning of the robot computationally feasible� From

a practical viewpoint we use a general purpose knowledge�based environment based on

description logics� and its associated reasoning tools� in order to plan the actions of the

mobile robot �Tino�� starting from the knowledge about the environment and the action

speci�cation� The robot�s reactive capabilities allow it to execute such plans in the real

world�

� Introduction

In Arti�cial Intelligence there has always been a great interest in the design of agents that
can exhibit di�erent forms of intelligent behavior
 A mobile robot can be regarded as an
intelligent agent� that is designed both to achieve high�level goals and to be able to promptly
react and adjust its behavior based on the information acquired through the sensors
 In the
recent past� much attention has been directed to the reactive capabilities of agents in general�
and mobile robots in particular
 Reactive capabilities are often necessary to cope with the
uncertainties of the real�world
 However� the capabilities of reasoning about actions and high�
level planning are important as well
 In this respect� we consider two aspects particularly
relevant� the integration of the reactive and planned activities� and the possibility of using
a general knowledge representation system� where one can design the agent by relying on
the general purpose tools provided by the system
 In this paper we mostly focus on the
latter issue
 Indeed we address high�level planning for a mobile robot within the framework
of Propositional Dynamic Logics �PDLs�� and we rely on a tight correspondence that exists
between PDLs and Description Logics �DLs�
 In this way we are able to relate planning in
PDLs with an implementation that uses the knowledge representation system Classic ��� ���
which is based on DLs
 However� we also address the integration of the proposed framework
within an actual mobile robot
 Indeed� starting from a logical formalization we arrive at the
realization of an Erratic�based mobile robot� which is equipped with wheels and sonars ����

We named our mobile robot agent �Tino� and demonstrated it at the �		� Description Logic
Workshop


IV��



The natural way to approach the design of a system for plan generation in a knowledge
representation system has its roots in the work on deductive planning
 The idea is that a
plan can be generated by �nding an existence proof for the state where the desired goal
is satis�ed �	�
 However� this approach has mostly been considered at a theoretical level�
since the computational cost of deriving a plan from a logical speci�cation has always been
considered too high
 We face this di�culty� that arises in the PDLs�framework as well� by
making use of the mentioned correspondence to take advantage of the work on DLs� which
has paid a special attention to the trade�o� between expressivity and e�ciency of reasoning


The basic elements of our work originate from the proposals in ���� �� of using the PDLs
framework for reasoning about actions and deductive planning
 In this setting PDLs formulae
denote properties of states� and actions �also called programs� denote state transitions from
one state to another
 The dynamic system itself is described by means of axioms
 Two
kinds of axioms are introduced� �static axioms� that describe background knowledge� and
�dynamic axioms� that describe how the situation changes when an action is performed

In our formalization we closely follow this setting
 However� we rephrase the above setting
in DLs to enable the robot to reason e�ciently
 Notably� from the body of research on
DLs it is known that the typical form of dynamic axioms is problematic wrt e�ciency �such
axioms are �cyclic� in the DLs terminology�
 Hence we have reinterpreted dynamic axioms
by means of the so�called procedural rules
 By relying on the epistemic interpretation of
these rules given in ��� we have been able to de�ne a setting which provides both a novel
epistemic representation of dynamic axioms and a weak form of reasoning� which makes the
implementation of the deductive planning approach computationally feasible


The paper is organized as follows
 In Section �� we present the general framework for
the representation of dynamic systems
 In Section �� we address our speci�c way to repre�
sent and reason about actions� pointing out the connections with a description logic based
knowledge representation system
 Finally� in Section �� we describe the mobile robot �Tino��
which includes the implementation in Classic of the planning component� a simple moni�
tor and a module for exchanging information between high�level planning and the software
implementing the reactive capabilities of the robot


� Reasoning about actions� the general framework

In this section we present the basis of our framework for representing dynamic systems

Such a framework is essentially that of dynamic logics ��� ���� but we make use of the
correspondence between propositional dynamic logics �PDLs� and description logics �DLs�

The correspondence� �rst pointed out by Schild ����� is based on the similarity between the
interpretation structures of the two kinds of logics� at the extensional level� states in PDLs
correspond to individuals �members of the domain of interpretation� in DLs� whereas state
transitions correspond to links between two individuals
 At the intensional level� propositions
correspond to concepts� and actions correspond to roles
 The correspondence is realized
through a �one�to�one and onto� mapping from PDLs formulae to DLs concepts� and from
PDLs actions to DLs roles
 For a detailed presentation of such a mapping and more generally
of the correspondence we refer to ���� ��
 For our purposes it su�ces to consider DLs concepts
and roles as syntactic variants of PDLs formulae and actions respectively
 We present our
proposal using the notation of DLs� in order to make it easier to relate the formalization
to the actual implementation in Classic� which is a DLs based knowledge representation
system


Following a common approach in reasoning about actions� dynamic systems are modeled
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in terms of state evolutions caused by actions
 A state is a complete description �wrt some
logic�language� of a situation the system can be in
 Actions cause state transitions� making
the system evolve from the current state to the next one


In principle we could represent the behavior of a system �i
e
 all its possible evolutions�
as a transition graph where�

� Each node represents a state� and is labeled by the properties that characterize the
state


� Each arc represents a state transition� and is labeled by the action that causes the
transition


Note� however� that complete knowledge of the behavior of the system is required to build
its transition graph� while in general one has only partial knowledge of such behavior
 In
deductive planning such knowledge is phrased in axioms of some logic �e
g
 Dynamic Logic
���� or Situation Calculus �����
 These axioms select a subset of all possible transition graphs�
which are similar since they all satisfy the same axioms� but yet di�erent wrt those properties
not imposed by the axioms
 The actual behavior of the system is indeed denoted by one of
the selected graphs� however which one is not known
 Hence one has to concentrate on those
properties that are true in all the selected graphs� i
e
 those properties that are logically
implied by the axioms


Following Rosenschein ���� two kinds of axioms are distinguished�

� Static axioms �also called �domain constraints�� are used for representing background
knowledge� that is invariant with respect to the execution of actions
 In other words�
static axioms hold in any state and do not depend on actions


� Dynamic axioms are introduced to represent the changes actions bring about
 Intu�
itively they have the following form�

C
R
��D

where R is an action� C represents the preconditions that must hold in a state� in order
for the action R to be executable� D denotes the postconditions that are true in the
state resulting from the execution of R in a state where preconditions C hold


In deductive planning one is typically interested in answering the following question� �Is
there a sequence of actions that� starting from an initial state leads to a state where a given
property �the goal� holds��
 Assuming actions to be deterministic this is captured by the
following logical implication �here we phrase it in PDLs�DLs��

� � fS�init�g j� �����G��init� ���

where� �i� � is the set of both static and dynamic axioms representing the �partial� knowledge
on the system� �ii� S is a formula representing the �partial� knowledge on the initial situation
�state� which is denoted by init� �iii� G is a formula representing the goal� which is� in fact� a
�partial� description of the �nal state one wants to reach� �iv� ����G is concept �i
e
 a formula
in PDLs�� which holds in init� and expresses the fact that there exists a �nite sequence of
actions �here � stands for any action� leading to a state where G is satis�ed


From a constructive proof of the above logical implication one can extract an actual
sequence of actions �a plan� that leads to the goal
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Observe that in this setting one may have a very sparse knowledge on the system �say
a few laws�axioms we know the system obeys� and yet be able to make several non�trivial
inferences
 Unfortunately� this generality is paid by a high computational cost �typically
unrestricted PDLs�DLs are EXPTIME�complete ���� ���


In order to lower the computational cost of reasoning� we are going to admit in our
formalism only restricted forms of axioms
 In particular� dynamic axioms will make a special
use of procedural rules� whose semantics can be formalized through the epistemic operator
introduced in ��� 
� and interpreted in terms of minimal knowledge


Notably� by using dynamic axioms of this special form� we recover the ability of repre�
senting the behavior of the system by means of a single graph
 Such a graph� called in the
following partial transition graph� gives us an incomplete description of the actual transition
graph where certain states and transitions may be missing� and the properties of the states
in the graph may be only partially speci�ed


� Reasoning about actions� our proposal

In our ontology� properties of states are represented as concept expressions of DLs
 This
means that a concept expression denotes a property that may hold in a state


Actions are represented as DLs roles
 In fact we distinguish two kinds of roles� static�roles
which represent the usual notion of role in DLs and can be useful to specify further properties
of states� action�roles which denote actions �or better state transitions caused by actions�
and are used in a special way


The initial situation is denoted by S�init� where init names the initial state and S is a
concept describing our knowledge on the initial state


The behavior of the agent is described by means of both static axioms and dynamic
axioms
 In principle� axioms could be represented as inclusion statements of the most general
form�

C v D

where C and D are concepts of DLs
 However� reasoning with general inclusions is intractable
and restrictions are normally considered
 For example� concepts on the left�hand side are
typically required to be primitive� and cycles �recursive inclusions�� which are especially
problematic from the computational point of view� are not allowed �see for example ��� ���


Therefore we model static axioms as acyclic inclusion assertions and concept de�nitions�
not involving action�roles� whereas we model the dynamic axioms� which are inherently cyclic�
by making a special use of procedural rules
 This has the consequence of weakening the
reasoning capabilities and thus gaining e�ciency
 By exploiting the epistemic interpretation
of procedural rules ��� 
� we formalize dynamic axioms through epistemic sentences of the
form�

KC v �KR�� u �R�D

which can be intuitively interpreted as� �if C holds in the current state x of the partial
transition graph� then there exists an R�successor y in the partial transition graph� and for
all the R�successors of x �and hence for y� D holds�


Given a knowledge base including both static and dynamic axioms� as above described�
and a speci�cation of the initial state� the partial transition graph can be generated as follows

We start from the initial state init� which is going to be the �rst state included in the partial
transition graph
 On this state certain properties� namely those denoted by S� are known
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to hold
 Hence we can apply the dynamic axioms whose preconditions C hold in init � i
e

C must be implied by S plus the static axioms
 By applying a dynamic axiom in init we
get an R�successor s in the partial transition graph� and in the new state s we know that D
holds
 Again we can apply the dynamic axioms whose preconditions hold in s� and so on

Note that if two states of the partial transition graph have exactly the same properties� i
e

the same concepts hold� then we can collapse the two states into one
 Therefore� to avoid
redundancies� we can assume that in the �nal partial transition graph all states are in fact
distinguished
 Observe that state of the partial transition graph are �partial� descriptions of
states of the actual transition graph� hence we are requiring that no two such descriptions
are logically equivalent
 We shall see that the notion of �rst�order extension exactly captures
this process
 Moreover it ensures us that there exists a unique partial transition graph


Notably the dynamic axioms cannot be used in the reverse direction for contrapositive
reasoning� and this weakening lowers the computational cost of reasoning in our formalism


We remark that� although at �rst sight it may not be apparent� in our formalization
actions are deterministic
 Indeed the only existential we allow for actions is unquali�ed
��KR���
 Hence we do not have the ability to say that something holds in one R�successor
state and doesn�t in another one


We can now formulate the planning problem in our setting
 In the following� we use �S
to indicate the set of static axioms and �D to indicate the set of dynamic axioms� S stands
for the concept describing the properties of the initial state and G stands for the concept
corresponding to the goal


A plan exists for the goal G if there exists a �nite sequence of actions which� from the
initial state� leads to a state satisfying the goal
 This condition is expressed by the logical
implication ���� which can be rephrased in our setting as follows�

h�S � �D � fS�init�gi j� �����
�

�KG��init� ���

where �����KG stands for any concept expression of the form

�KR���KR�� � � � ��KRn�KG

in which n � � and each Ri is an action�role
 Condition ��� checks for the existence of a
state of the partial transition graph in which the goal is satis�ed
 It can be shown that
condition ��� holds i� for each epistemic model M for  � there exists an individual x such
thatM j� G�x�


Formally� the semantics of a knowledge base containing epistemic sentences is given in
terms of preferred models� in which the objective knowledge is minimized �we refer to ��� 
�
for a detailed presentation of these notions�
 Generally� the knowledge base  � h�S �
�D� fS�init�gi has many preferred models� which are distinguishable even up to renaming of
individuals
 However to characterize reasoning� we can follow the approach de�ned in ���� and
resort to a notion of �rst�order extension �FOE� of a knowledge base  � h�S��D � fS�init�gi
which consists of the knowledge base h�S � fS�init�gi augmented by the �rst�order assertions
which are consequences �up to renaming of individuals� of the epistemic sentences describing
the dynamic axioms� thus providing a characterization of the knowledge that is shared by all
the preferred models of  
 FOE� � can be computed by an algorithm which� starting from
the initial individual init� applies to each named individual the dynamic axioms in the set
�D which are triggered by such individual
 A new individual is thus generated� unless an
individual with the same properties had already been created
 In this way the e�ect of the
dynamic axioms is computed� thus obtaining a sort of �completion� of the knowledge base�
which captures the intuition underlying partial transition graphs
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Since the �rst�order extension of  represents the information which must hold in any pre�
ferred model for  � up to individual names� we can solve the planning problem ��� by solving
the following existential entailment problem on the �rst�order knowledge base FOE� ��

FOE� � j� �x�G�x� ���

In general the number of dynamic axiom applications required to verify the above con�
dition is exponential in the number of dynamic axioms appearing in  � since the number
of new individuals generated in the �rst�order extension is �n in the worst case� where n is
the number of dynamic axioms in  
 However� under the assumption that for each action�
role R the preconditions C in the dynamic axioms involving R are disjoint from each other�
the number of individuals generated by the algorithm which computes FOE� � is at most
equal to the number of dynamic axioms� since every application of the same dynamic axiom
generates the same individual


� The mobile robot �Tino�

Our approach to reasoning about actions has been practically tested on the Erratic base
���� and demonstrated at the �		� Descriptions Logic Workshop
 The basic approach to the
software architecture of the robot allows one to reach a good balance between reactive behav�
ior and high�level goal achievement
 Below we sketch the basic ideas of the implementation
of the planning component and of its connection to the underlying software layer� which
implements the robot�s reactive behavior


In the implementation of planning� static axioms are modeled as Classic inclusion as�
sertions and concept de�nitions �cycles are not allowed�� while dynamic axioms are modeled
as Classic rules of the form

C �� �AND �ALL R D	 �FILLS R a		

where a is an individual denoting the state reached as a result of the action execution
 In
this way we identify all successor states resulting by applying a dynamic axiom� which results
in a sound reasoning method as long as the following condition holds� for each action R the
preconditions C in dynamic axioms involving R are disjoint from each other� Indeed� this
condition implies that in every state at most one of the preconditions C for each action R

is satis�ed
 Therefore the only concept that holds in a R�successor� obtained by applying
the dynamic axiom KC v �KR�� u �R�D� is D
 Hence� we can identify all such successor
states and give an explicit name �using FILLS� to such a successor without compromising the
soundness of reasoning


As mentioned above� this condition causes the generation of a number of new known
individuals which is at most linear in the number of rules� thus keeping the Classic im�
plementation tractable
 On the other hand� this condition must hold for the correctness of
our implementation
 In fact� in the Classic setting� rules are actually used to extend the
knowledge base just like in the �rst�order extension
 Since in the Classic implementation
we use the FILLS construct to simulate the existential quanti�cation on epistemic roles� each
individual name must appear in the rules� therefore the cardinality of the set of individuals
in the Classic knowledge base is linearly bounded to the number of rules
 Consequently� we
cannot compute the FOE of a knowledge base  in the general case using Classic


The plan is extracted by the explanation facility provided with the rule mechanism of the
system� which allows for an automatic generation of a graph �essentially the partial transition
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graph� with all the paths from the initial state to the �nal state
 The plan to be sent to the
robot is then selected by �nding the path between the initial state and the �nal state which
is minimal in terms of the number of actions


The integration of the planning capabilities with the reactive behavior of the robot is
realized by a fuzzy controller which takes care of obstacle avoidance while the robot is trying
to achieve a high�level goal such as reaching the next door in the corridor
 A critical aspect
of this kind of multi�level approach to the robot software architecture is in the exchange of
information between the di�erent layers
 In our case we need to represent the information
about the map into a knowledge base of static axioms and to represent the action descriptions
into a set of rules� which requires to turn the low�level representation of the robot into a
Classic knowledge base
 To this end we have implemented a module that takes as input
the internal map and generates the knowledge base


Moreover� we have implemented a simple monitor which calls the planner� activates the
underlying execution levels and controls the execution of the plan
 This is achieved by com�
bining each action with the reactive behaviors for obstacle avoidance� through the underlying
�blending� mechanism �see �����
 By setting a time out for the execution of each action the
monitor detects the plan failure and in this case provides a justi�cation for the failure such as
for example �door closed�
 In such a case the system can re�plan by updating the knowledge
base and� consequently� the internal representation


� Conclusion

The goal of our work was to exploit the reasoning services o�ered by a knowledge represen�
tation system based on description logics to the task of plan generation


We have presented a formalization of planning based on Description Logics and described
an implementation of the proposed framework in the system Classic
 Previous work �!�
aimed at using Classic for reasoning about plans� by introducing a formalism for describing
plans� while the present work is focussed on plan generation and relies on the standard
features of the system
 Our implementation is actually used to plan the actions of the mobile
robot Erratic� capable of integrating reacting behavior with action execution
 We remark
that the current implementation does not need to make use of a persistence assumption when
computing a successor state� since all the relevant properties are either static or explicitly
speci�ed
 However� in order to deal with more complex scenarios we are further developing
our approach to enforce this kind of assumptions


One original contribution of our work is in the idea of using the rule mechanism� and
its associated interpretation in terms of minimal knowledge� to weaken the assumptions
underlying a �rst�order formalization of actions
 In this way a plan can be obtained by a
forward reasoning process� that is weaker than ordinary deduction� but semantically justi�ed
and computationally feasible
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