
Exploiting Multiple Abstractions in Episodic RL via Reward Shaping

Roberto Cipollone,1 Giuseppe De Giacomo,1,2 Marco Favorito,3 Luca Iocchi,1 Fabio Patrizi1
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Abstract
One major limitation to the applicability of Reinforcement
Learning (RL) to many practical domains is the large num-
ber of samples required to learn an optimal policy. To address
this problem and improve learning efficiency, we consider a
linear hierarchy of abstraction layers of the Markov Decision
Process (MDP) underlying the target domain. Each layer is
an MDP representing a coarser model of the one immediately
below in the hierarchy. In this work, we propose a novel form
of Reward Shaping where the solution obtained at the abstract
level is used to offer rewards to the more concrete MDP, in
such a way that the abstract solution guides the learning in
the more complex domain. In contrast with other works in
Hierarchical RL, our technique has few requirements in the
design of the abstract models and it is also tolerant to model-
ing errors, thus making the proposed approach practical. We
formally analyze the relationship between the abstract mod-
els and the exploration heuristic induced in the lower-level
domain. Moreover, we prove that the method guarantees op-
timal convergence and we demonstrate its effectiveness ex-
perimentally.

1 Introduction
In Reinforcement Learning (RL), agents have no complete
model available to predict the outcomes of their actions.
Since coming up with a complete and faithful model of the
world is generally difficult, this allows for the wide applica-
bility of RL algorithms. Nonetheless, such a lack of knowl-
edge also demands a significant number of interactions with
the environment, before a (near-)optimal policy can be es-
timated. As a result, most of the successes of RL come
from the digital world (e.g., video games, simulated environ-
ments), especially those in which a large number of samples
can be easily generated, while applications to real environ-
ments, such as robotic scenarios, are still rare.

Many RL tasks are goal-oriented, which implies that
when the goal states are sparse, so are the rewards. This
is a well-known challenging scenario for RL, which fur-
ther increases the amount of samples required. Unfortu-
nately, sparse goal states are very common, as they may arise
in simple tasks, such as reaching specific configurations in
large state spaces, or, even in modest environments, for com-
plex target behaviours, such as the successful completion of
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a sequence of smaller tasks (Brafman, De Giacomo, and Pa-
trizi 2018; Icarte et al. 2018).

In order to improve sample efficiency, Hierarchical RL
approaches (Hutsebaut-Buysse, Mets, and Latré 2022) have
been proposed to decompose a complex problem into sub-
tasks that are easier to solve individually. In this context, an
abstraction is a simplified, coarser model that reflects the
decomposition induced over the ground, more complex en-
vironment (Li, Walsh, and Littman 2006).

In this paper, we consider a linear hierarchy of abstrac-
tions of the Markov Decison Process (MDP) underlying the
target domain. Each layer in this hierarchy is a simplified
model, still represented as an MDP, of the one immediately
below. A simple example is that of an agent moving in a
map. The states of the ground MDP may capture the real
pose of the agent, as continuous coordinates and orientation.
The states of its abstraction, instead, may provide a coarser
description, obtained by coordinate discretization, semantic
map labelling (i.e., associating metric poses to semantic la-
bels), or by projecting out state variables. Ultimately, such
a compression corresponds to partitioning the ground state
space into abstract states, implicitly defining a mapping from
the former to the latter. The action spaces of the two mod-
els can also differ, in general, as they would include the ac-
tions that are best appropriate for each representation. Simu-
lators are commonly used in RL and robotics. Often, simply
though a different configuration of the same software, e.g.
noiseless or ideal movement actions, it is possible to obtain
a simplified environment which acts as an abstraction. Im-
portantly, this simplified model also applies to a variety of
tasks that may be defined over the same domain.

By taking advantage of the abstraction hierarchy, we de-
vise an approach which allows any off-policy RL algorithm
to efficiently explore the ground environment, while guar-
anteeing optimal convergence. The core intuition is that the
value function V̄ ∗ of the abstract MDP M̄ can be exploited
to guide learning on the lower model M. Technically, we
adopt a variant of Reward Shaping (RS), whose potential
is generated from V̄ ∗. This way, when learning in M, the
agent is biased to visit first the states that correspond in M̄
to those that are preferred by the abstract policy, thus try-
ing, in a sense, to replicate its behavior in M. In order to
guarantee effectiveness of the exploration bias, it is essential
that the transitions of M̄ are good proxies for the dynamics



ofM. We characterize this relationship by identifying con-
ditions under which the abstraction induces an exploration
policy that is consistent with the ground domain.

The contributions of this work include: (i) the definition
of a novel RS schema that allows for transferring the ac-
quired experience from coarser models to the more concrete
domains in the abstraction hierarchy; (ii) the derivation of
a relationship between each abstraction and the exploration
policy that is induced in the lower MDP; (iii) the identifica-
tion of abstract value approximation, as a new condition to
evaluate when an abstraction can be a good representative of
ground MDP values; (iv) an experimental analysis showing
that our approach significantly improves sample-efficiency
and that modelling errors yield only a limited performance
degradation.

2 Preliminaries
Notation Any total function f : X → Y induces a par-
tition on its domain X , such that two elements are in the
same block iff f(x) = f(x′). We denote blocks of the par-
tition by the elements of Y , thus writing x ∈ y instead
of x ∈ {x′ | x′ ∈ X , f(x′) = y}. With ∆(Y), we de-
note the class of probability distributions over a set Y . Also,
f : X → ∆(Y) is a function returning a probability distri-
bution (i.e., f : X ,Y → [0, 1], with

∑
y∈Y f(x, y) = 1, for

all x ∈ X ).

Markov Decision Processes (MDPs) A Markov Decision
Process (MDP) M is a tuple ⟨S,A, T,R, γ⟩, where S is a
set of states, A is a set of actions, T : S ×A → ∆(S) is the
probabilistic transition function, R : S ×A×S → R is the
reward function (for R := [r−, r+] ⊂ R), and 0 < γ < 1
is the discount factor. A deterministic policy is a function
ρ : S → A. We follow the standard definitions for the
value of a policy V ρ(s), as the expected sum of discounted
returns, the value of an action Qρ(s, a), and their respec-
tive optima V ∗ = maxρ∈P V ρ(s) and Q∗(s, a) (Puterman
1994). We may also write Q(s, ρ) to denote V ρ(s). Rein-
forcement Learning (RL) is the task of learning an optimal
policy in an MDP with unknown T and R.
Definition 1. A RL learning algorithm is off-policy if,
for any MDP M and experience (ARS)t generated by a
stochastic exploration policy ρe : S,N → ∆(A) such that
∀s, t, a : ρe(s, t, a) > 0, the algorithm converges to the op-
timal policy ofM, as t→∞.

Reward Shaping (RS) Reward Shaping (RS) is a tech-
nique for learning in MDPs with sparse rewards, which oc-
cur rarely during exploration. The purpose of RS is to guide
the agent by exploiting some prior knowledge in the form of
additional rewards: Rs(s, a, s′) := R(s, a, s′) + F (s, a, s′),
where F is the shaping function. In the classic approach,
called Potential-Based RS (Ng, Harada, and Russell 1999)
(simply called Reward Shaping from now on), the shap-
ing function is defined in terms of a potential function,
Φ : S → R, as:

F (s, a, s′) := γ Φ(s′)− Φ(s) (1)
If an infinite horizon is considered, this definition and its
variants (Wiewiora, Cottrell, and Elkan 2003; Devlin and

Kudenko 2012) guarantee that the set of optimal poli-
cies of M and Ms := ⟨S,A, T,Rs, γ⟩ coincide. Indeed,
as shown by (Wiewiora 2003), the Q-learning algorithm
over Ms performs the same updates as Q-learning over
M with the modified Q-table initialization: Q′

0(s, a) :=
Q0(s, a) + Φ(s).

Options An option (Sutton, Precup, and Singh 1999), for
an MDPM, is a temporally-extended action, defined as o =
⟨Io, ρo, βo⟩, where Io ⊆ S is an initiation set, ρo : S → A
is the policy to execute, and βo : S → {0, 1} is a termination
condition that, from the current state, computes whether the
option should terminate. We write Q∗(s, o) to denote the ex-
pected return of executing o until termination and following
the optimal policy afterwards.

ϕ-Relative Options (Abel et al. 2020) Given an MDPM
and a function ϕ : S → S̄, an option o = ⟨Io, ρo, βo⟩ ofM
is said to be ϕ-relative iff there is some s̄ ∈ S̄ such that:

Io = {s | s ∈ s̄}, βo(s) = I(s ̸∈ s̄), ρo ∈ Ps̄ (2)

where I(ξ) equals 1 if ξ is true, 0 otherwise, and Ps̄ is the
set of policies of the form ρs̄ : {s | s ∈ s̄} → A. In other
words, policies of ϕ-relative options are defined within some
block s̄ in the partition induced by ϕ and they must termi-
nate exactly when the agent leaves the block where it was
initiated.

3 Framework
Consider an environment in which experience is costly to
obtain. This might be a complex simulation or an actual
environment in which a physical robot is acting. This is
our ground MDP M0 that we aim to solve while reducing
the number of interactions with the environment. Instead of
learning on this MDP directly, we choose to solve a simpli-
fied, related problem, that we call the abstract MDP. This
idea is not limited to a single abstraction. Indeed, we con-
sider a hierarchy of related MDPs M0,M1, . . . ,Mn, of
decreasing difficulty, where the experience acquired by an
expert acting inMi can be exploited to speed up learning in
the previous one,Mi−1.

Associated to each MDP abstractionMi, we also assume
the existence of a mapping function ϕi : Si → Si+1, which
projects states ofMi to states of its direct abstractionMi+1.
This induces a partition over Si, where each block con-
tains all states that are mapped through ϕi to a single state
inMi+1. The existence of state mappings are a classic as-
sumption in Hierarchical RL (Ravindran and Barto 2002;
Abel, Hershkowitz, and Littman 2016; Abel et al. 2020),
which are easily obtained together with the abstract MDP.
Unlike other works, instead, we do not require any mapping
between the action spaces. This relationship will remain im-
plicit. This feature leaves high flexibility to the designers for
defining the abstraction hierarchy.

An abstract model is therefore a suitable relaxation of the
environment dynamics. For example, in a navigation sce-
nario, an abstraction could contain actions that allow to just
“leave the room”, instead of navigating though space with
low-level controls. In Section 5, we formalize this intuition
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Figure 1: A grid world domain (top) and an abstraction (bot-
tom). The colors encode the mapping function, G is the goal.

by deriving a measure that quantifies how accurate an ab-
straction is with respect to the lower domain.

As a simple example, consider the grid world domain, the
abstract MDP and the mapping in Figure 1. Thanks to the
abstraction, we can inform the agent that exploration should
avoid the blue “room” (b) and only learn options for moving
to and within the other rooms. The same does not necessarily
hold for the orange block (o), instead, as the optimal path
depends on the specific transition probabilities in each arc.

Exploiting the knowledge
Let us consider a hierarchy of abstractions M0, . . . ,Mn,
together with the functions ϕ0, . . . , ϕn−1. The learning pro-
cess proceeds incrementally, training in order from the easi-
est to the hardest model. When learning onMi, our method
exploits the knowledge acquired from its abstraction by ap-
plying of a form of Reward Shaping, constructed from the
estimated solution for Mi+1. In particular, we recognize
that the optimal value function V ∗

i+1 of Mi+1 is a helpful
heuristic that can be used to evaluate how desirable a group
of states is according to the abstraction. We formalize our
application of RS in the following definition.
Definition 2. Let Mi be an MDP and ⟨Mi+1, ϕi⟩ its ab-
straction. We define the biased MDP ofMi with respect to
⟨Mi+1, ϕi⟩ as the modelMb

i , resulting from the application
of reward shaping toMi, using the potential:

Φ(s) := V ∗
i+1(ϕi(s)) (3)

where, V ∗
i+1 is the optimal value function ofMi+1.

This choice is a novel contribution of this paper and it al-
lows to evaluate each state according to how much desirable
the corresponding abstract state is, according to the optimal
policy forMi+1. This is beneficial, as high potentials are as-
sociated to high Q-function value initializations (Wiewiora
2003). In fact, (Ng, Harada, and Russell 1999) was the first
to notice that the MDP own optimal value function is a very
natural potential for RS. We extend this idea, by using the
value function of the abstract MDP instead.

4 Reward Shaping for Episodic RL
Potential-Based RS has been explicitly designed not to alter
the optimal policies. In fact, regardless of the potential, in
case of an infinite horizon, or if the episodes always termi-
nate in a zero-potential absorbing state, this is always guar-
anteed (Ng, Harada, and Russell 1999). However, in RL, it

is extremely common to diversify the agent experiences by
breaking up exploration in episodes of finite length. Thus, in
the episodic setting, these guarantees do not hold anymore,
as the episodes might terminate in states with arbitrary po-
tential and the optimal policy can be altered (Grzes 2017).

To see this, consider an episode π = s0a1r1s1 . . . sn of an
MDPM, and the associated episode π′ = s0a1r

′
1s1 . . . sn,

where rewards have been modified via reward shaping. The
returns of the two sequences are related by (Grzes 2017):

G(π′) :=

n−1∑
t=0

γt r′t+1 = G(π) + γn Φ(sn)− Φ(s0) (4)

The term γn Φ(sn) is the one responsible of modifying the
optimal policies, as it depends on the state that is reached at
the end of the episode. So, the solution proposed by (Grzes
2017) is to assume, for every terminal state, the null potential
Φ(sn) = 0, as this would preserve the original returns.

However, this is not always the only desirable solution. In
fact, we might be interested in relaxing the guarantee of an
identical policy, in favour of a stronger impact on learning
speed. The same need has been also identified by (Schubert,
Oguz, and Toussaint 2021) and addressed with different so-
lutions. As an example, let us consider an MDP with a null
reward function everywhere, except when transitioning to a
distinct goal state. As a consequence of equation (4) and the
choice Φ(sn) = 0, all finite trajectories which do not con-
tain the goal state are associated to the same return. Since
the agent cannot estimate its distance to the goal through
differences in return, return-invariant RS of (Grzes 2017)
does not provide a persistent exploration bias to the agent.
The form of RS adopted in this paper, which is formulated
in Definition 2, does not assign null potentials to termi-
nal states. Therefore, we say that it is not return-invariant.
This explains why the MDP of Definition 2 has been called
“biased”: optimal policies ofMb

i andMi do not necessarily
correspond. This is addressed in the next section, where we
show that the complete procedure recovers optimal conver-
gence.

The algorithm
Since we deliberately adopt a form of RS which is not return
invariant in the episodic setting, we devised a technique to
recover optimality in the original MDP, when coupled with
any off-policy algorithm. The procedure is presented in de-
tail in Algorithm 1. Learning proceeds sequentially, training
from the most abstract model to the ground domain. When
learning on the i-th MDP, the estimated optimal value func-
tion V̂ ∗

i+1 of the previous model is used to obtain a reward
shaping function (line 4). This implicitly defines the biased
MDPMb

i of Definition 2. Experience is collected by sam-
pling actions according to a stochastic exploration policy,
as determined by the specific learning algorithm L. Such
policy may be derived from the current optimal policy es-
timate forMb

i , such as an ϵ-greedy exploration policy in ρ̂b∗i
(line 9). Finally, the output of each learning phase are the
estimates ρ̂∗i , V̂

∗
i for the original MDP Mi. This allows to

iterate the process with an unbiased value estimate, or con-
clude the procedure with the final learning objective ρ̂∗0.



Algorithm 1: Main algorithm
Input: Off-policy learning algorithm L
Input:M0, . . . ,Mn, ϕ0, . . . , ϕn−1

Output: ρ̂∗0, ground MDP estimated optimum

1 V̂ ∗
n+1 : s 7→ 0

2 ϕn : s 7→ s

3 foreach i ∈ {n, . . . , 0} do
4 Fi ← SHAPING(γi, ϕi, V̂

∗
i+1)

5 Learneri ← L(Mi)

6 Learnerbi ← L(Mi)
7 while not Learneri.STOP() do
8 s←Mi.STATE()

9 a← Learnerbi .ACTION(s)
10 r, s′ ←Mi.ACT(a)

11 rb ← r + Fi(s, a, s
′)

12 Learnerbi .UPDATE(s, a, rb, s′)
13 Learneri.UPDATE(s, a, r, s′)
14 end
15 ρ̂∗i ← Learneri.OUTPUT()

16 V̂ ∗
i ← COMPUTEVALUE(ρ̂∗i ,Mi)

17 end

Proposition 1. Let us consider MDPs M0, . . . ,Mn and
their associated mapping functions ϕ0, . . . , ϕn−1. If L is an
off-policy learning algorithm, then, in every i-th iteration of
Algorithm 1, ρ̂∗i converges to ρ∗i , as the number of environ-
ment interactions increase.

Proof. All proofs are in the appendix1.

5 Abstraction quality
Our approach gives great flexibility in selecting an abstrac-
tion. Still, given some ground MDP, not all models are
equally helpful as abstractions. This section serves to de-
fine what properties should good abstractions possess. As
we can see from Algorithm 1, they are used to construct ef-
fective exploration policies (row 9). Therefore, they should
induce a biased MDP that assigns higher rewards to regions
of the state space from which the optimal policy of the origi-
nal problem can be easily estimated. The exploration loss of
an abstraction, introduced in Definition 4, captures this idea.

Although we may apply the proposed method in generic
MDPs, our analysis focuses on a wide class of tasks that can
be captured with goal MDPs.

Definition 3. We say that an MDPM = ⟨S,A, T,R, γ⟩ is
a goal MDP iff there exists a set of goal states G ⊆ S such
that:

R(s, a, s′) = 1 if s ̸∈ G and s′ ∈ G, 0 otherwise (5)
V ∗(s) = 0 ∀s ∈ G (6)

1The extended version is at arXiv:2303.00516 [cs.LG].

Equation (6) simply requires that from any goal state, it
is not possible to re-enter any other goal and collect an ad-
ditional reward. Goal MDPs are very straightforward defini-
tions of tasks, which are also sufficiently general, as we see
in the experimental section.
Assumption 1. The ground MDPM0 is a goal MDP.
Assumption 2. Given a goal MDPMi, with goal states Gi,
and its abstraction ⟨Mi+1, ϕi⟩, we assumeMi+1 is a goal
MDP with Gi+1 satisfying:

Gi = ∪s∈Gi+1 ϕ−1(s) (7)

In other words, abstract goals should correspond through
the mapping to all and only the goal states in the ground
domain. In the example of Figure 1, the gray cells in the
ground MDP are mapped to the abstract goal labelled as G.

We start our analysis with two observations. First, due
to how the framework is designed, convergence on any
model Mi, does depend on its abstraction, Mi+1, but not
on any other model in the hierarchy. Therefore, when dis-
cussing convergence properties, it suffices to talk about a
generic MDP M = ⟨S,A, T,R, γ⟩ and its direct abstrac-
tion, M̄ = ⟨S̄, Ā, T̄ , R̄, γ̄⟩. Let ϕ : S → S̄ denote the rel-
evant mapping. Second, while a goal MDP M has sparse
rewards, the reward function of the biased MDP Mb is no
longer sparse. Depending on the abstraction ⟨M̄, ϕ⟩, from
which it is defined, the rewards of Mb can be as dense as
needed. As confirmed empirically, this allows to achieve a
faster convergence on the biased MDP. However, its opti-
mum ρb∗ should also be a good exploration policy for the
original domain. Therefore, we measure how similar ρb∗,
the optimal policy for the biased MDPMb, is with respect
to some optimal policy ρ∗ ofM.
Definition 4. Given an MDPM, the exploration loss of an
abstraction ⟨M̄, ϕ⟩ is the expected value loss of executing
inM the optimal policy ofMb, ρb∗, instead of its optimal
policy:

L(M, ⟨M̄, ϕ⟩) := max
s∈S
|V ∗(s)−Q(s, ρb∗)| (8)

In order to limit this quantity, we relate abstract states
s̄ ∈ S̄ to sets of states ϕ−1(s̄) ⊆ S in the ground MDP. Simi-
larly, actions ā ∈ Ā correspond to non-interruptible policies
that only terminate when leaving the current block. So, a
more appropriate correspondence can be identified between
abstract actions and ϕ-relative options in M. We start by
deriving, in equation (9), the multi-step value of a ϕ-relative
option in goal MDPs.

Multi-step value of options By combining the classic
multi-step return of options (Sutton, Precup, and Singh
1999), ϕ-relative options from (Abel et al. 2020) and goal
MDPs of Definition 3, we obtain:
Lemma 1. Given a goal MDPM and ϕ : S → S̄, for any
s ∈ S and ϕ-relative option o, the optimal value of o is:

Q∗(s, o) =

∞∑
k=0

γk
∑

s1:k∈ϕ(s)k

∑
s′ ̸∈ϕ(s)

(
p(s1:ks

′ | s, ρo)
(
I(s′ ∈ G) + γ V ∗(s′)

)) (9)



This expression sums over any sequence of states s1 . . . sk
remaining within ϕ(s) and leaving the block after k steps
at s′. A similar result was derived by (Abel et al. 2020)
for a slightly different definition for goal MDPs. However,
equation (9) is not an expression about abstract states, yet,
because it depends on the specific ground state s′ that is
reached at the end of the option. Therefore, in the follow-
ing definition, we introduce a parameter ν that quantifies
how much the reachable states s′ in each block are dis-
similar in value. This allows to jointly talk about the value
of each group of states as a whole. We define a function
Wν : S̄ × S̄ → R, that, given a pair of abstract states
s̄, s̄′, predicts, with ν-approximation error, the value of any
successor ground state s′ ∈ s̄′ that can be reached from
some s ∈ s̄.
Definition 5. Consider an MDP M and an abstraction
⟨M̄, ϕ⟩. We define the abstract value approximation as the
smallest ν ≥ 0 such that there exists a function Wν :
S̄ × S̄ → R which, for all s̄, s̄′ ∈ S̄, satisfies:

∀s ∈ s̄, ∀s′ ∈ s̄′, ∀a ∈ A
T (s, a, s′) > 0⇒ |Wν(s̄, s̄

′)− V ∗(s′)| ≤ ν (10)

According to this definition, the frontier separating any
two sets of states in the partition induced by ϕ must lie in
ground states that can be approximated with the same opti-
mal value, with a maximum error ν. Thus, any small ν puts
a constraint on the mapping function ϕ. In the example of
Figure 1, each room is connected to each other though a sin-
gle location, so this condition is simply satisfied for ν = 0.
However, this definition allows to apply our results in the
general case, provided that the ground states between two
neighboring regions can be approximated to be equally close
to the goal, with a maximum error of ν.

Thanks to Definition 5, it is possible to bound the value
of options, only taking future abstract states into considera-
tion (Lemma 2). For this purpose, when starting from some
s ∈ S, we use p(s̄′, k | s) to denote the probability of the
event of remaining for k steps in the same block as s, then
reaching any s′ ∈ s̄′ at the next transition.
Lemma 2. LetM be an MDP and ⟨M̄, ϕ⟩ its abstraction,
satisfying assumptions 1 and 2. The value of any ϕ-relative
option o inM admits the following lower bound:

Q∗(s, o) ≥
∑

s̄′∈S̄\{ϕ(s)}

∞∑
k=0

γk p(s̄′, k | s, ρo)
(

I(s̄′ ∈ Ḡ) + γ (Wν(ϕ(s), s̄
′)− ν)

)
(11)

at any s ∈ S, where, ν and Wν follow Definition 5.

This lemma provides a different characterization of op-
tions, in terms of abstract states, so that it can be exploited
to obtain Theorem 1.

Exploration loss of abstractions Thanks to the results of
the previous section, we can now provide a bound for the

exploration loss of Definition 4, for any abstraction. We ex-
pand the results from (Abel et al. 2020) to limit this quantity.

First, we observe that any policy can be regarded as a fi-
nite set of ϕ-relative options whose initiation sets are parti-
tioned according to ϕ. Then, from Lemma 2, we know that
an approximation for the value of options only depends on
the k-step transition probability to each abstract state. So,
we assume this quantity is bounded by some ϵ:
Definition 6. Given an MDP M, a function ϕ : S → S̄
and two policies ρ1, ρ2, we say that ρ1 and ρ2 have abstract
similarity ϵ if

∀s ∈ S, ∀s̄′ ∈ S̄ \ {ϕ(s)}, ∀k ∈ N
| p(s̄′, k | s, ρ1)− p(s̄′, k | s, ρ2) | ≤ ϵ (12)

Intuitively, abstract similarity measures the difference be-
tween the two abstract actions described by each policy, as it
only depends on the probability of the next abstract state that
is reached, regardless of the single trajectories and the spe-
cific final ground state. In the running example of Figure 1,
two policies with low ϵ, after the same number of steps,
would reach the same adjacent room with similar probabil-
ity. It is now finally possible to state our result.
Theorem 1. Let M and ⟨M̄, ϕ⟩ be and MDP and an ab-
straction satisfying assumptions 1 and 2, and letMb be the
biased MDP. If ϵ is the abstract similarity of ρ∗ and ρb∗, and
the abstract value approximation is ν, then, the exploration
loss of ⟨M̄, ϕ⟩ satisfies:

L(M, ⟨M̄, ϕ⟩) ≤ 2|S̄|(ϵ+ γ ν)

(1− γ)2
(13)

This theorem shows under which conditions an abstrac-
tion induces an exploration policy that is similar to some
optimal policy of the original domain. However, we recall
that optimal convergence is guaranteed regardless of the ab-
straction quality, because the stochastic exploration policy
satisfies the mild conditions posed by the off-policy learn-
ing algorithm adopted.

Apart from our application to the biased MDP policy,
the theorem has also a more general impact. The result
shows that, provided that the abstraction induces a partition
of states whose frontiers have some homogeneity in value
(Definition 5), it is possible to reason in terms of abstract
transitions. Only for a ν = 0, this bound has similarities
with the inequality n. 5 in (Abel et al. 2020). Notice how-
ever, that the one stated here is expressed in terms of the size
of the abstract state space, which usually can be assumed to
be |S̄| ≪ |S|.

6 Validation
We initially consider a navigation scenario, where some lo-
cations in a map are selected as goal states.

Environments We start with two levels of abstractions,
M1 andM2. The ground MDPM1 consists of a finite state
space S1, containing a set of locations, and a finite set of ac-
tions A1 that allows to move between neighboring states,
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(a) Navigation task in the 4-rooms domain.
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(b) Navigation task in the 8-rooms domain.

Figure 2: Results on the navigation tasks.

with some small failure probability. Following the idea of
Figure 1, we also define an abstract MDPM2, whose states
correspond to contiguous regions of S1. Actions A2 allow
to move, with high probability, from any region to any other,
only if there is a direct connection in M1. We instantiate
this idea in two domains. In the first, we consider a map as
the one in the classic 4-rooms environment from (Sutton,
Precup, and Singh 1999). The second, is the “8-rooms” en-
vironment shown in Figure 1.2

Training results In the plots of Figures 2a and 2b, for each
of the two ground MDPs, we compare the performance of
the following algorithms:

Q-learning (Watkins and Dayan 1992);
Delayed Q-learning (Strehl et al. 2006);
Algorithm 1 (our approach) with Q-learning.

Each episode is terminated after a fixed timeout or when
the agent reaches a goal state. Therefore, lower episode
lengths are associated to higher cumulative returns. Hori-
zontal axis spans the number of sampled transitions. Each
point in these plots shows the average and standard deviation
of the evaluations of 10 different runs. The solid green line
of our approach is shifted to the right, so to account for the
number of time steps that were spent in training the abstrac-
tion. Further training details can be found in the appendix.
As we can see from Figure 2a, all algorithms converge rela-
tively easily in the smaller 4-rooms domain. In Figure 2b,
as the state space increases and it becomes harder to ex-
plore, a naive exploration policy does not allow Q-learning
to converge in reasonable time. Our agent, on the other hand,
steadily converge to optimum, even faster than Delayed Q-
learning which has polynomial time guarantees.

2Code available at https://github.com/cipollone/multinav2
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Figure 3: Return-invariant RS and our approach.

0 1 2 3

·105

20

40

60

80

100

step
ep

iso
de

le
ng

th

Figure 4: Training in presence of errors.

Return-invariant shaping
As discussed in Section 4, when applying RS in the episodic
setting, there is a technical but delicate distinction to make
between:

Return-invariant RS (null potentials at terminal states);
Non return-invariant RS (our approach).

In Figure 3 (top), we compare the two variants on the 8-
rooms domain. Although both agents receive RS from the
same potential, this minor modification suffices to produce
this noticeable difference. The reason lies in the returns the
two agents observe (bottom). Although they are incompa-
rable in magnitude, in the early learning phase, we see that
only our reward shaping is able to reward each episode dif-
ferently, depending on their estimated distance to the goal.

Robustness to modelling errors
We also considered the effect of significant modelling errors
in the abstraction. In Figure 4, we report the performance
of our agent on the 8-rooms domain, when driven by three
different abstractions:

M2: is the same abstraction used in Figure 2b;

M(b)
2 : is M2 with an additional transition from the

pink states (p) to the goal (G), not achievable inM1.

M(c)
2 : is M(b)

2 with an additional transition from the
blue (b) to the pink region (p), not achievable inM1.
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Figure 5: A temporally-extended task, repeated for i = 1, 2.
The missing transitions go to a failure sink state.

Clearly, abstractions with bigger differences with respect to
the underlying domain cause the learning process to slow
down. However, with any of these, Q-learning converges to
the desired policy and the performance degrades gracefully.
Interestingly, even in presence of severe modelling errors,
the abstraction still provides useful information with respect
to uninformed exploration.

Interaction task
In this section, we demonstrate that the proposed method
applies to a wide range of algorithms, dynamics and tasks.
With respect to variability in tasks, we emphasize that goal
MDPs can capture many interesting problems. For this pur-
pose, instead of reaching a location, we consider a complex
temporally-extended behavior such as: “reach the entrance
of the two rooms in sequence and, if each door is open, enter
and interact with the person inside, if present”. This task is
summarized by the deterministic automaton D of Figure 5.
Note that there is a single accepting state, and arcs are asso-
ciated to environment events.

Regarding the environment dynamics, instead, we define
M2,d and M1,d, respectively the abstract and grid transi-
tion dynamics seen so far. In addition, we consider a ground
MDPM0,d at which the robot movements are modelled us-
ing continuous features. The state space S0 now contains
continuous vectors (x, y, θ, v), representing pose and veloc-
ity of agent’s mobile base on the plane. The discrete set of
actionsA0 allows to accelerate, decelerate, rotate, and a spe-
cial action denotes the initiation of an interaction.

There exists goal MDPs,M2,M1,M0 that capture both
the dynamics and the task defined above, which can be ob-
tained through a suitable composition of eachMi,d and D
(Brafman, De Giacomo, and Patrizi 2018; Icarte et al. 2018).
Therefore, we can still apply our tecnique to the composed
goal MDP. SinceM0 now includes continuous features we
adopt Dueling DQN (Wang et al. 2016), a Deep RL algo-
rithm. The plot in Figure 6 shows a training comparison be-
tween the Dueling DQN agent alone (dot-dashed brown),
and Dueling DQN receiving rewards from the grid abstrac-
tion (green). As we can see, our method allows to provide
useful exploration bias even in case of extremely sparse goal
states, as in this case.

7 Related work
Hierarchical RL specifically studies efficiency in presence
of abstractions. Some classic approaches are MAXQ (Di-
etterich 2000), HAM (Parr and Russell 1998) and op-
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Figure 6: Dueling DQN algorithm with and without our RS.
Training episode lengths, averaged over 5 runs.

tions (Sutton, Precup, and Singh 1999). Instead of augment-
ing the ground MDP with options, which would result in a
semi-MDP, we use them as formalizations of partial policies.
In order to describe which relation should the ground MDP
and its abstraction satisfy, (Ravindran and Barto 2002; Li,
Walsh, and Littman 2006) develop MDP Homomorphisms
and approximated extensions. Differently to these works,
our method does not try to capture spatial regularities in the
domain, rather, we are interested in coarse partitioning of
neighboring states, which can hardly be approximated with
a single value. This issue also appeared in (Jothimurugan,
Bastani, and Alur 2021) in the form of non-Markovianity.

Our abstractions are closely related to those described
in (Abel, Hershkowitz, and Littman 2016; Abel et al. 2020),
in which both the state and the action spaces differ. Still, they
do not exploit, as in our work, explicit abstract MDPs, since
they only learn in one ground model. Regarding the use of
Reward Shaping, (Gao and Toni 2015) presented the idea of
applying RS in context of HRL, and applying it specifically
to the MAXQ algorithm. Recently, (Schubert, Oguz, and
Toussaint 2021) proposed a new form of biased RS for goal
MDPs, with looser convergence guarantees. With a different
objective with respect to this paper, various works consider
how abstractions may be learnt instead of being pre-defined,
including (Marthi 2007; Grzes and Kudenko 2008; Stecca-
nella, Totaro, and Jonsson 2021). This is an interesting di-
rection to follow and the models that are obtained with such
techniques may be still exploited with our method.

8 Conclusion
In this paper, we have presented an approach to increase
the sample efficiency of RL algorithms, based on a linear
hierarchy of abstract simulators and a new form of reward
shaping. While the ground MDP accurately captures the en-
vironment dynamics, higher-level models represent increas-
ingly coarser abstractions of it. We have described the prop-
erties of our RS method under different abstractions and we
have shown its effectiveness in practice. Importantly, our ap-
proach is very general, as it makes no assumptions on the
off-policy algorithm that is used, and it has minimal require-
ments in terms of mapping between the abstraction layers.
As future work, we plan to compare our technique with other
methods from Hierarchical RL, especially those with similar
prior assumptions and to evaluate them in a robotic applica-
tion with low-level perception and control.
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