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ABSTRACT
In this work we survey the research on foundations of data-aware
(business) processes that has been carried out in the database the-
ory community. We show that this community has indeed devel-
oped over the years a multi-faceted culture of merging data and
processes. We argue that it is this community that should lay the
foundations to solve, at least from the point of view of formal anal-
ysis, the dichotomy between data and processes still persisting in
business process management.
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D.2.4 [Software Engineering]: Software/Program Verification

General Terms
Verification
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1. INTRODUCTION
When it comes to manage the assets of an organization, data and

processes should be considered as two sides of the same coin [105].
A 2009 survey by Forrester1 [90], whose outcome is also reported
in [108], has addressed the important question of which of the two
aspects should be given priority from the point of view of IT man-
agement. Unsurprisingly, the role played by an individual within
IT strongly affects the perception of the relative importance of pro-
cesses and data within an organization: Professionals concerned
with the management of business processes downplay the impor-
tance of data, and view it as subsidiary to the processes that manage
them; as a consequence, they do not pay attention to the quality of
data and on how the business processes can ensure that data assets
can be maintained clean. On the contrary, data management experts

1http://www.forrester.com/
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consider data as the driver of the processes in an organization, and
assume that guaranteeing data quality is sufficient to ensure proper
consideration of business relevant data so as to impact process im-
provement efforts.

An immediate consequence of this dichotomy, is that there is
very limited collaboration and cost sharing between the teams on
the one hand running the (master) data management (MDM) initia-
tives and on the other hand managing the business process. This
is also confirmed by Forrester’s survey, where for 83% of the re-
spondents there was no interaction, and only in 8% of the cases
the master data management and business process modeling efforts
were fully coordinated. A further consequence is that there is little
attention also on the side of tool vendors to address in their prod-
ucts the requirements coming from a combined treatment of pro-
cesses and data. On the one hand, data management tool vendors
consider processes only insofar as they affect the direct manage-
ment of the data within the tools, but they do not pay attention to
the processes that actually make use of the data. On the other hand,
business process modeling suites do not allow for the connection of
data to the processes. Service oriented architectures (SOA), which
make it possible to divide the functionality of large systems into
component services, are advocated as a solution to the data-process
dichotomy. However, while favoring component reuse, they do not
address the need of connecting the data to the organizational pro-
cesses so as to facilitate their improvement, and in fact data con-
tinues to be “hidden” inside systems [100]. In addition to SOA,
[100] identifies two key areas in which an explicit representation of
data in process models is crucial. The first is the modeling of the
core assets of an organization, due to the fact that the data stored
in different IT systems is crucial for the execution of the business
processes that create the value of the organization itself. Hence,
the business processes depend on such data, and in order to keep
the organization operational, the former need access to the latter.
This dependency should be accounted for explicitly. The second is
business process controlling, due to the fact that both the key per-
formance indicators, and the business goals of the organization on
which they depend, are defined in terms of data. To evaluate and
control these indicators, the activities contributing to the goals need
to be identified, and this is done by considering the appropriate data
objects on which these activities operate. In order to support this
task, process models need to shift the emphasis from control flow
to the data [120, 85].

It follows that there is a strong need to incorporate data model-
ing features in (business) process modeling languages, and to en-
rich business process analysis tools to deal with data [100]. This
demands for suitable modeling languages, methodologies and sys-
tems supporting the integrated management of processes and data,
and, possibly above all, it calls for a more foundational approach,
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to provide a clear semantics for (data-aware) process models, and
to consequently enable their analysis.

Analysis is attracting a lot of interest based on the momentum
that verification of software and hardware systems has had in the
last 15 years, also recognized by the 2007 A.M. Turing Award,
given to Edmund M. Clarke, E. Allen Emerson, and Joseph Sifakis,
for their role in developing Model-Checking into a highly effective
verification technology that is widely adopted in the hardware and
software industries. Model checking, see [122] for an introduction
oriented to database theoreticians, is based on the idea of formulat-
ing dynamic properties of interest in some temporal logic like LTL,
CTL, µ-calculus [79, 117] (whose temporal component is intrinsi-
cally non-first order, since based implicitly or explicitly on forms of
fixpoints) and check such formulas over the transition system (ex-
plicitly or implicitly represented) mathematically capturing the dy-
namics of the system of interest. A key element for current model
checking techniques is that states can be modelled propositionally,
giving rise to a finite-state transition system.

When data are relevant, states need to be model relationally
rather than propositionally [122]. That is, we associate to the state
of the process the state of the data, possibly seen as a relational
database. These transition systems are typically infinite-state since
there is no bound on the number of tuples that can be added to
database relations as the computation goes on. The presence of data
also calls for query languages for process analysis that combine two
dimensions: a temporal dimension to query the process execution
flow, and a first-order dimension to query the data present in the
relational structures maintained by the states of the system, and
to relate objects across different states. In other words, first-order
variants of temporal logics are required [122, 126, 69].

The resulting verification problem is much harder than in the
pure finite-state control-flow setting, and deeply challenges the pos-
sibility of employing off-the-shelf, conventional finite-state model
checkers. In particular, a data-aware process that combines a fi-
nite control-flow with the manipulation of a full-fledged database,
can easily encode the behavior of a Turing machine, causing the
model checking problem to become immediately undecidable even
for simple propositional CTL/LTL properties.

The fundamental question is then: how can we mediate between
the expressiveness of the temporal property language, and the iden-
tification of classes of data-aware processes, for which analysis
becomes decidable, but at the same time still applicable to no-
table, real-world data-aware processes? Research in verification
has tacked verification of infinite-state systems (e.g., see [50] for a
survey). However, in much of this work the emphasis is on studying
recursive control rather than data, which is either ignored or propo-
sitionally abstracted. If data are included they are of a very spe-
cific form, like recursive procedures with integer parameters [48],
rewriting systems with data [47], or Petri nets with data associated
to tokens [95].

Processes and data has been a continuously present stream of
research in database theory. Over the years, a lot of work has
been done on database evolution and transaction (see Section 3.1),
on temporal query languages and data management (see Sec-
tion 3.2), on active databases (see Section 3.3), on workflow sys-
tems (see Section 3.4), and on temporal integrity constraints (see
Section 3.5). Most of this work looks at dynamics of a database
system, however starting from the work on relational transducers
(see Section 4.1), business processes, i.e., processes at a higher
level of abstraction, have started attracting attention. Then a first
call-to-arms was issued in early 2000 by Rick Hull in [86] con-
cerning the need of modeling and analyzing business processes in
the context of e- or web-services. The interest in web-services gave

rise to a beautiful stream of work on verifying database-centric dy-
namic services (see Section 4.2). A second call-to-arms was issued
again by Rick Hull in the late 2000, about the modeling and the
formal analysis of “artifact-centric business processes” [85]. It is
this call that has generated the latest work on data-aware process
analysis that has been flourishing in the last years (see Sections 4.3
and 4.4).

In this work we present an overview of the research on founda-
tions of data-aware (business) processes that has been carried out in
the database theory community in the last three decades. We show
that this community has indeed developed over the years a multi-
faceted culture of combining static and dynamic aspects of data
management, which has recently culminated in a series of signifi-
cant lines of research addressing the foundations of data-aware pro-
cess analysis. We argue that it is this community that should pursue
further the investigation of the fundamental issues underlying the
dichotomy between data and processes, which still persists in busi-
ness process management and calls for a unifying, well-founded
framework.

This survey complements four key companion surveys in the
area: the ones by Rick Hull [86, 85], which single out problems
and challenges on data-aware service oriented and artifact-centric
computing; the one by Moshe Vardi [122], which presents the body
of work on model checking, including challenges arising due to the
presence of data; the one by Victor Vianu [126], which surveys
the line of work developed starting from mid 2000 on verification
of data-centric dynamic services; and the one by Tova Milo [69],
which surveys how fundamental data management techniques can
be applied to the challenging problem of managing control flows
characterizing business processes.

2. THE BPM PERSPECTIVE
Process analysis is a central research theme in business process

management (BPM). In a recent survey [118], Wil van der Aalst
pointed out that process model analysis has been the second most
influential topic in a decade of BPM conferences (following pro-
cess modeling languages). However, in BPM process analysis has
been mainly tackled, so far, by following a divide et impera ap-
proach. This has led to the development of sophisticated, effective
techniques dealing with the process, control-flow dimension but ab-
stracting away from the data. In particular, a plethora of verification
techniques has been developed to verify whether the control-flow
of a process meets specific, pre-defined properties (such as absence
of deadlocks, boundedness, and soundness), or domain-dependent
properties. Virtually all these techniques rely on the fact that the dy-
namics induced by a process control-flow can be captured by means
of a (possibly infinite-state) propositional labeled transition system,
whose labels represent the process tasks/activities, and where con-
currency is represented by interleaving, as typically done in formal
verification [27]. Usually, such a transition system is not explic-
itly represented, but it is instead implicitly “folded” into a Petri net,
which provides a compact representation of the process control-
flow thanks to its native capability of accommodating concurrency.

Beside verification of pre-defined properties, also the verifica-
tion of arbitrary, domain-dependent properties has been tackled in
BPM, relying on standard temporal logics such as CTL and LTL. In
particular, such temporal logics are exploited to specify properties
about the dynamics of the (Petri net representing the) system by
either focusing on place configurations (i.e., the amount of tokens
present in a given place), or on task execution [77]. In spite of the
undecidability results for verification of general Petri nets [76, 77],
decidability holds for safe/bounded nets, whose reachability graph
consists of a finite-state labeled transition system. This, in turn,



makes it possible to rely on conventional finite-state model check-
ing techniques, lifting the focus from decidability to complexity
issues [127, 109, 110, 23].

When it comes to formal specification and analysis of data-aware
processes, no satisfactory solution has been provided so far within
BPM. The main approach that captures data-aware extensions of
Petri nets is the one of colored Petri nets. However, in the instan-
tiation used in BPM [119] they are not suited to represent a full-
fledged database. They introduce data as variables associated to
tokens, and manipulate them by means of a sort of procedural at-
tachment, i.e., by attaching procedures/functions to the transitions
of the net. These procedures/functions can be implemented as an
arbitrary program (typically written in a functional language), and
hence are completely unconstrained. This lifts the system towards
executability2, but sacrifices its analyzability and verifiability.

High-level, business process modeling languages such as the
OMG standard BPMN3, and the OASIS standard BPEL4 service or-
chestration language suffer from similar limitations when the data
dimension is taken into account. All these languages largely leave
the connection between the process dimension and the data dimen-
sion underspecified. For example, they do not conceptually cap-
ture the behavior of atomic tasks, consequently abstracting away
from how they progress data. To obtain a fully-specified model,
one therefore needs again to attach an arbitrary program to every
BPMN atomic task or service invoked by the BPEL process [102].

3. DYNAMICS IN DATABASE THEORY
We overview here how the database theory community has been

contributing to the analysis of data-aware processes. We do so by
first looking at some key lines of research that have considered the
interaction of both static and dynamic aspects of data management.
Specifically, we consider below the following lines of research:

1. database evolution and transactions;
2. temporal data management;
3. active databases;
4. workflow formalisms and systems;
5. temporal integrity constraints.

For each of these areas we overview the main research objectives
and achievements. Our aim here is not to be comprehensive, but
rather to highlight the mainstream directions relevant to the topic
of this paper that have characterized the research in databases.

3.1 Database Evolution and Transactions
The problem of evolution of data in a database by means of

atomic operations and their combination inside transactions has
been considered from early on as a key issue to investigate in
databases. Apart from the fundamental problems of concurrency
control and serializability (see, e.g., [93, 112, 98, 82] for early re-
sults), updates and transactions have been considered also in view
of their interaction with (static) database constraints. Equivalence
and optimization of relational transactions, consisting of linear se-
quences of insertions, deletions, and updates, using simple selec-
tion conditions based on individual attribute values for each tuple,
is investigated in [13, 17]. A formal model (called dynamic re-
lational model) for evolution over time of a database, seen as a
sequence of instances is presented in [123, 124]. The effects on
evolution of dynamic constraints (specifically, dynamic functional
dependencies), which relate one database instance to the next in

2http://cpntools.org/
3http://www.bpmn.org/
4https://www.oasis-open.org/committees/
wsbpel

the sequence are studied. Specifically, the problem of inferring
static constraints from knowledge about the evolution history of the
database, as expressed by the dynamic constraints, is investigated.
The impact of dynamic constraints on the update of a specific form
of views, in which each tuple represents an object with its proper-
ties, is considered in [125].

The connection between transactions and static constraints is
further investigated in [14], which presents a model where valid
database states are described using a set of admissible (parameter-
ized) transactions, as opposed to constraints. Such transactional
database schemas are in general incomparable with schemas de-
scribed via constraints, though they are able to simulate natural
types of constraints, such as those generated by the early semantic
database models (ER [53], IFO [7]). Equivalence of transactional
schemas is shown to be undecidable in general, but decidable cases
are singled out. The work studies also preservation of constraints
by transactions, showing decidability, e.g., for inclusion dependen-
cies, but undecidability for arbitrary FOL constraints. Further de-
cidable restrictions, investigated in [15], are obtained by limiting
on the one hand the kind of allowed operations to insertions and
deletions (but no updates), and on the other hand the properties to
be checked to specific ones (in line with what typically done in
software verification). Interestingly, when the maximum length of
a transaction is bound to a fixed value, decidability can be shown
for stronger properties.

In the transaction language TL introduced in [16], which fea-
tures inserts, deletes, and a (non-deterministic) “while” construct,
transactions may use a fixed number of temporary relations, and
may be “unsafe”, i.e., introduce new values, not in the original
database. Safety is also relaxed to “weak safety”, where new values
are allowed only in temporary relations. Further, a notion of “up-
date completeness”, which is more natural than query completeness
[52], is proposed, and it is shown that TL is update complete. [18]
builds on this work, by defining a variant of TL in which “while”
has a deterministic semantics, and new values may not appear in
the result, but only in intermediate relations. It is shown that such
language is complete for deterministic updates. The variant where
new values are disallowed alltogether, is shown complete for fix-
point queries, hence strictly less expressive that PSPACE updates.
Instead, on an ordered domains, one obtains exactly PSPACE. The
work presents also declarative update languages, which are exten-
sions of Datalog with negation in the body, disjunction in the head,
and unsafe head variables. Derivation of a fact corresponds to in-
sertion, whereas deletions are not foreseen. Such language is equiv-
alent to TL without deletion, and is complete for non-deterministic
updates where input and output relations are disjoint.

3.2 Temporal Data Management
A temporal database provides mechanisms to store data as it

evolves, and to query its historical states using suitable exten-
sions of standard query languages like SQL. Research on temporal
database originates from the observation that temporal data man-
agement can be very difficult if one uses conventional database sys-
tems [88]. The work on temporal databases and query languages
goes back to [111], which provides a Description of syntax and
semantics of temporal extension of Quel (a calculus-based query
language for the Ingres system) that makes use of Allen’s interval
relations [22].

A temporal database model, in which each tuple is timestamped
with a union of time intervals, is defined [80]. The notion of “weak
relation” as the equivalence class of all timestamped relations for
which the snapshots at each timepoint are equal, is introduced, and
an algebra over such weak relations is defined and studied. Datalog
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extended with unary function symbols (i.e., successor), is studied
in [57], and a mechanism is proposed to finitely represent infinite
query answers via rules that may be returned together with explicit
tuples. A framework for reasoning about infinite temporal informa-
tion, based on generalized tuples with additional temporal attributes
and constraints, is presented in [89]. Temporal attributes are de-
fined by infinitely repeating points (of the form z(n) = c + kn)
and constraints are conjunctions of linear equalities and inequalities
on temporal attributes. Contrast this to constraint databases, where
constraints are used to describe multiple databases, as opposed to
a single database with infinite temporal information. The paper re-
lates predicates definable by generalized relations with those defin-
able in Presburger arithmetic. It studies the complexity of relational
algebra on generalized relations, which return finite representations
of possibly infinite answers. Whereas positive existential queries
are in PTIME (in data complexity), arbitrary queries (with nega-
tion) are NP-hard and in 2EXPTIME.

The semantics and expressive power of Templog [1], which ex-
tends horn logic programs with temporal operators (next, always,
eventually) is studied in [32, 33], showing that the declarative se-
mantics and the operational semantics, based on a suitably defined
temporal extension of SLD-resolution, coincide. The resolution-
based calculus is shown to be sound and complete, but restrictions
that would ensure decidability of satisfiability of Templog specifi-
cations are not considered. For the propositional variant of Tem-
plog expressiveness is investigated, and shown to be equivalent to
that of fixpoint linear time logic (i.e., Büchi automata on infinite
strings) [121] restricted so as to allow only least fixpoints applied
to positive formulas, which in turn corresponds to finite-word regu-
lar languages. The temporal database formalisms proposed in [57,
32, 89] are compared in [34] with respect to their power in ex-
pressing queries (query expressiveness) and constraints on the data
(data expressiveness). Also a query language, operating on tempo-
ral databases [89], with the ability to express predicates over multi-
ple temporal attributes it defined, and sufficient conditions for finite
evaluation of queries, even over infinite periodic data, are given.

Several works survey the area of temporal databases and query
languages. In particular, [55] surveys temporal query languages,
distinguishing between abstract and concrete languages and study-
ing formal semantics, expressiveness, and query processing. In
[88], instead, the problem of temporal data management is ad-
dressed more in general, also considering design and implemen-
tation aspects for temporal database systems.

We conclude by observing that the work on temporal query lan-
guages includes also work on logics that are first-order variants
of propositional temporal logics used in verification, such as first-
order LTL [54] and others that we will consider later. The formulas
in such logics are monadic in the temporal component, in the sense
that they can be seen as a combination through temporal opera-
tors of open formulas that contain only one free temporal variable.
However, temporal query languages go beyond these logics, allow-
ing also for combining formulas that are not monadic in the tem-
poral component, so as to express sophisticated relationship among
data and associated timestamps [6].

3.3 Active Databases
At the end of the 80’s there was a great interest in active

databases. These are processes described in terms of sets of event-
condition-action rules operating on a database: such rules are trig-
gered (under the control of a condition) by an initial external event,
and successively by the internal update events caused by the execu-
tion of the rule actions. Much of the research in this area has been
devoted to study the execution of such languages, by defining and

implementing interpreters for them [91]. A general formal frame-
work for active databases is introduced in [103, 104], and is used
as the basis for comparing several active database prototypes with
respect to their expressive power and complexity.

Substantial work has also been devoted to the analysis, especially
termination and confluence of rule based trigger systems [21]. The
termination problem can be formulated as follows: given a set of
rules, check whether, for every initial database (and every possible
triggering event), every sequence of rule activations (which are in
general non-deterministic) eventually terminates. Notice that, al-
though rules are in general assumed to not bring in new data into
the system (but just to manipulate the objects present in the initial
database), the difficulty of the problem lies in the fact that termina-
tion has to be determined for every possible initial database.

The undecidability of termination in general was immediately
observed. However, special cases and restrictions that guarantee
decidability have been singled out. For example, [29] shows decid-
ability of termination of propositional trigger systems in which the
triggered rules are managed via a stack or a set. Such decidability
results turn out, however, to be rather fragile; e.g., the system stud-
ied in [29] becomes undecidable when a stack replaces the queue
in the management of the triggered rules. When going beyond the
propositional case and considering relations updated by the rule
actions, one approach, followed by [28], is to perform the analysis
by an (unfaithful, i.e., sound) abstraction of data, so as to guaran-
tee soundness (but not necessarily completeness) of the termination
check. Instead, [30] aims at sound and complete techniques, and in-
vestigates the borders of decidability for the termination problem.
It is shown that in the following two cases, which impose rather
severe conditions on the specification of the systems, decidability
holds: (i) updates are restricted to have a single atom in rule bodies
and to be safe (i.e., all head variables appear in the body); (ii) up-
dates may be arbitrary, but only unary relations may be non-empty
in the initial database. In both cases, even apparently minor relax-
ations of these restrictions lead to undecidability.

3.4 Workflow Formalisms and Systems
A further topic integrating static and dynamic aspects of data that

has been addressed by the database community is that of systems to
manage workflows. A workflow can be considered as a collection
of activities designed in such a way that a group of (human or arti-
ficial) agents can carry out in a coordinated way a specific complex
process. Workflow management systems provide a framework for
capturing the interaction among the activities in a workflow [116].

Research in databases has contributed to this area by studying
formalisms and systems that would support transactional aspects
of workflows [49, 46]. Specifically, [49] considers a setting that
deals both with task dependencies in a workflow, and dependencies
between operations on the data by multiple interacting transactions.
However, it does not consider the actual data and the changes per-
formed on it, but only the order in which operations are executed.

Another interesting perspective on workflows is the use of typ-
ical database functionalities (persistence, transactions, complex
querying, provenance, etc.) to support the activities related to man-
aging workflows and their execution [107, 35, 36, 31, 64]. The
recent survey [69] contains an in-depth treatment of this aspect.

The importance of data not only in the context of a single
workflow, but to drive the integration between multiple, inter-
organizational workflows, has been considered since the late
nineties in the Vortex workflow management system [87]. In
Vortex, data implicitly introduce additional dynamic (data-flow)
constraints among activities belonging to the different interacting
workflows. Verification of Vortex workflows has been studied by



considering the control-flow component, but by considering the
contribution of the data component only in terms of the induced
data-flow constraints, without explicitly capturing the complex in-
terplay between the two components [78].

The dichotomy between an expressive workflow modeling lan-
guage able to account for data, and the language used for ver-
ification, which abstracts away data, is present also in other ap-
proaches. For example, [65] adopts transaction logic with task pre-
/post-conditions to model full-fledged workflows operating over re-
lational databases, but forbids the presence of such conditions when
it comes to reasoning and verification, thus effectively loosing the
link between the workflow behavior and the database.

3.5 Temporal Integrity Constraints
Temporal integrity constraints are integrity constraints that col-

lectively constrain multiples states of a database over time. Even
though they are not meant to explicitly represent a business pro-
cess, they nevertheless declaratively specify which evolutions of
the system and of the corresponding data are considered legal.

Early on, temporal constraints were recognized important for
transactions. [96] relates dynamic integrity constraints expressed
in temporal logic to transaction specifications defined by FOL pre
and postconditions. The aim is to monitor the integrity constraints
through transactions, and it is shown how to align the transaction
specification so that it generates only state sequences that satisfy
the dynamic constraints. Later, [39] investigates the properties of
weakest preconditions for various transaction and specification lan-
guages, concentrating on specification languages that are relevant
to integrity constraints, such as FOL.

Most of the work on checking temporal constraints in temporal
databases focused on first-order variants of LTL [54], which is in
general highly undecidable [83]. However, a decidability condi-
tion that was singled out early on concerns safety formulas with no
quantification except for implicit universal quantification allowed
outside temporal operators [58, 59]. First-order LTL that uses only
temporal connectives referring to the past has been proposed as a
convenient language to express integrity constraints, since such for-
mulas can be efficiently checked, by accumulating the historical
information that is necessary for the check in auxiliary relations of
the current state [56].

4. BUSINESS PROCESS ANALYSIS IN
DATABASE THEORY

We next turn to research that directly tackle data-aware process
analysis, focusing on higher level processes than transactions, such
as business processes. We recall that the presence of data on the
one hand makes the system dynamics infinite-state in general and,
on the other hand, requires to go beyond propositional temporal
logics. Indeed, in order to properly query the state of the system
by extracting data, one needs first-order quantification within and
across the states of the system.

Various approaches have been proposed, that differ in:
• The structure of the process component, as well as its inter-

action with the data component, and with the external envi-
ronment.

• The kind of analysis problem that is considered; most works
focus on verification of arbitrary temporal properties ex-
pressed in the adopted formalism; other approaches fix a set
of specific problems they aim to solve.

• The considered temporal formalism, and consequently the
kind of properties that can be expressed; such properties are
typically formulated in a variant of first-order temporal logic.

• The form of quantification that is allowed in the first-order
temporal formalism, where the cases that have been consid-
ered are quantification over the initial state only, and quan-
tification across states. The latter case takes into account also
those objects that have been introduced during the evolution
of the system, and in general requires suitable restrictions on
the scope of the quantification so as to guarantee decidability.

4.1 Relational Transducers
One of the most significant approaches proposed by the database

community to model high-level (business) processes is that of re-
lational transducers, originally proposed to support forms of e-
commerce [19, 20]. Relational transducers explicitly account for
a dynamic component, reminiscent of active databases and transac-
tional workflows, on top of full-fledged databases.

More specifically, a relational transducer is a tuple (S, σ, ω),
where: (i) S is the relational transducer schema, constituted by
pairwise disjoint relational schemas for input, state, output, and
fixed (external) database, and where the log is a further relational
schema used to maintain the semantically meaningful portion of an
input-output exchange; (ii) σ is a state-update transition function
mapping instances of input, state and fixed database to instances of
the next state; (iii) ω is an output-update transition function map-
ping instances of input, state and fixed database to instances of the
next output. The semantics of a relational transducer is based on
linear time. In particular, it captures the evolution of state and out-
put sequences, in response to a sequence of inputs representing the
interaction with the external world, as stored in the log.

The problems subject to analysis range from log validity (i.e.,
checking whether a log sequence can be generated with some in-
put sequence), goal reachability, containment (i.e., testing whether
every valid log of one transducer is also valid for another) and com-
patibility (i.e., checking whether two transducers have a common
log) to the verification of specific first-order temporal properties
with a past-time operator. These problems are in general unde-
cidable. However, decidability and, in particular, a NEXPTIME
upper bound for the verification problem, have been obtained in
[19, 20] by requiring transducers to be semi-positive cumulative
state (Spocus). In a Spocus transducer, the state accumulates all in-
puts received, and the outputs are defined by a non-recursive, semi-
positive set of datalog rules.

In [113, 114], a generalization of Spocus transducers, called
ASM transducers, has been studied. ASM transducers do not nec-
essarily accumulate input, and their rule application is in general
guarded by arbitrary first-order formulas. In this setting, the afore-
mentioned problems are reconsidered, and verification is addressed
for a variant of first-order LTL in which temporal operators cannot
appear in the scope of first-order quantifiers, except for outermost
universal quantifiers. Even though verification is undecidable for
general ASM transducers, two main restrictions that guarantee de-
cidability are identified: (i) ASM transducers for which the fixed
(external) database is explicitly known, and the set of values al-
lowed in the input is restricted to those appearing in that database;
(ii) ASM transducers which bound a-priori the maximum amount
of input that can be received in one computation step. Complexity
of verification for such restricted versions range between PSPACE-
complete to EXPSPACE-complete, depending on whether the max-
imum arity of the employed relations is bounded a-priori or not.

4.2 Data-Driven Web Systems
Web systems provide distributed access to information stored on

the web, typically powered by databases and manipulated by com-
plex web applications/services that interact with third-party ser-



vices and external users. In [72], the case of a single web ser-
vice that interacts with an external user is considered, studying the
trade-off between the expressiveness of the web service specifica-
tion language and the feasibility of verification. Verification is tack-
led by relying on a formalization of such kind of system in terms
of a model that extends ASM transducers. In fact, a web service
is modeled by means of (i) a database that remains fixed during
the execution, (ii) a set of state relations that evolve in response to
user inputs, (iii) a set of web page schemas that query the current
database and state to generate user input choice, and (iv) state tran-
sitions that are triggered by the input chosen by the user. The firing
of a transition triggers actions to be taken for progressing the state,
then leading the interaction to the next web page.

To achieve decidability of verification, [72] imposes restrictions
over the web service similar to [113, 114], limiting the use of quan-
tification in state, action, and target rule formulas to input-bounded
quantification, and limiting formulas of input rules to be existen-
tial. The expressive power of ASM transducers is extended with
the possibility of referring to the input at the previous step in the
run. Verification is then tackled for the input-bounded version of
the linear-time logic considered in [113, 114], extended with the
possibility of referring to the previous input. In particular, decid-
ability of verification for this logic over an input-bounded web ser-
vice is decidable in EXPSPACE (in fact, PSPACE-complete when
the arity of the service schema is bounded a-priori). This result
is obtained by a reduction to finite satisfiability of existential first-
order logic augmented with a transitive closure operator. Further-
more, it is shown that even small relaxations of the imposed re-
strictions lead to undecidability. Beside linear-time properties, also
verification of branching-time properties is tackled, by considering
variants of the logics CTL and CTL∗, where first-order quantifi-
cation obeys to the same restrictions as in the LTL case. In par-
ticular, it is shown that for these logics it is necessary to further
restrict the web service model to guarantee decidability. Two main
restrictions are studied: (i) propositional, input bounded web ser-
vices, which forbid the use of previous input relations and pose the
strong assumption that all states and actions are propositional (but
inputs are still parametrized in the specification); and (ii) input-
driven search web services, which restrict the usage of previous
input relations but are still able to capture common applications
involving a user-driven search. In the case of propositional web
services, verification for the CTL and CTL∗ variants is proved to
be respectively in coNEXPTIME and EXPSPACE (PSPACE by fix-
ing the database schema). Complexity of verification respectively
becomes in EXPTIME and 2EXPTIME in the case of input-driven
search web services.

Notably, even though the established complexity upper bounds
provide no indication about the practical feasibility of verification,
an effective implementation has been carried out in the WAVE sys-
tem [71], focusing on the linear-time case. In particular, the exper-
imentation carried out in [71] has demonstrated that, by leveraging
on a fruitful coupling of novel verification and database optimiza-
tion techniques, complete verification is practically feasible for a
reasonably broad class of applications. A system building on WAVE
and dealing with aspects ranging from specification of Web appli-
cations to explanation of verification results is presented in [74].

In [75, 73], the single-service setting tackled in [72, 71] has
been extended to the case of composition of web-services (also
called peers), which interact by asynchronous message exchange.
A service reacts to incoming messages and user input by updating
its internal state through a function of the current contents of the
database, state, user input, and received messages, possibly reply-
ing with outgoing messages. Decidability of verification is studied

for two property specification formalisms: the variant of first-order
LTL studied in prior work, and conversation protocols (that lever-
age on an industrial standard). In particular, various semantics for
message-based communication are exploited (singleton versus set
messages, lossy versus perfect communication channels, bounded
versus unbounded received message queues), which provide vari-
ous extensions to the notion of input-boundedness in the case of
multiple interacting services. Under appropriate communication
semantics, decidability of verification is established in PSPACE,
showing at the same time that even slight relaxations of the im-
posed restrictions immediately lead to undecidability.

Related to this research line is also the work on the Colombo
framework for service composition [40]. There automated compo-
sition synthesis is studied in presence of data. In particular, de-
cidability under certain conditions that ensure reduction of rela-
tional states to propositional states is established. The restriction
that along a run only finitely many new object are introduced is
crucial for the technique proposed therein. Notice that this input-
bounded condition guarantees that service runs are “bounded”, in
the sense discussed in Section 4.4.

4.3 Artifact-Centric Systems
The artifact-centric approach to business process modeling,

which began at IBM Research in the late 1990’s and was first pre-
sented in [101], proposes business artifacts (or simply artifacts) to
model key business-relevant entities. Artifacts are equipped with
an information model, representing the data maintained by the ar-
tifact, and they evolve over time following a so-called lifecycle.
Processes organize atomic tasks or available services that are of
interest into a possibly complex workflow.

The artifact-centric approach provides a simple and robust struc-
ture for business process development, which has been advocated
as superior to the traditional activity-centric approach, especially
when dealing with complex and large process models. While the
traditional workflow approach does not lend itself to componenti-
zation in a natural way [94], the artifact-centric approach is claimed
to enhance efficiency, especially when dealing with business pro-
cess transformations to expand and/or streamline the process [43,
41, 97]. Fundamental notions from the artifact-centric approach
have also been deployed in commercial products underlying IBM’s
commercial service offerings [115].

The surveys [85, 60] overviewed the research results on the
artifact-centric approach to business process specification, manage-
ment, deployment and analysis, tracing the roadmap of research di-
rections and challenges. As far as verification is concerned, this
triggered several lines of research aiming at decidable techniques
for verification over processes and data, to be reassessed and ex-
tended towards the artifact-centric setting.

Seminal works on the analysis of artifact-centric systems is pre-
sented in [81, 42]. In [81], systems constituted by multiple in-
terconnected artifacts are studied. The artifact information model
contains the current state, and a tuple of attributes. Each attribute,
in turn, may refer either to a primitive value or to some other ar-
tifact instance. Artifact lifecycles have a procedural flavor, based
on finite state machines whose transitions either create a new arti-
fact, or modify/eliminate an existing one. In this setting, first-order
CTL with quantification across states is considered, showing de-
cidability of verification for such formulas in the case of bounded
domains, and in the case of unbounded domains, under the assump-
tion that quantification only ranges over artifacts (and not values),
and the number of artifacts is bounded. [42] tackles artifact systems
that are similar, in spirit, to the ones of [81], but where lifecycles
follow a more declarative style, based on business rules that activate



services. Services are in turn described in terms of preconditions
and non-deterministic effects related to the creation, manipulation
and elimination of artifacts. Manipulation of attributes focuses only
on whether these attributes are defined or undefined (so that values
are abstracted away). A set of pre-defined reasoning tasks (success-
ful path completion, existence of dead-end paths, attribute redun-
dancy) is tackled, showing that all are undecidable in the general
case, but become decidable if no new artifacts can be created, or
by imposing various restrictions, such as monotonicity of services
(i.e., each attribute is written at most once).

In [70], the artifact model proposed in [42] is extended so as
to include a static read-only database, and to handle a relational
state in addition to attributes, whose values are not abstracted away
and can be compared by service and property specifications accord-
ing to a dense linear order. Runs can receive unbounded external
input from the infinite domain of values. As verification formal-
ism, a variant of first-order LTL is considered, where statements
about individual artifact instances in the run may share variables
that are outermost universally quantified. Decidability of verifica-
tion is obtained by restricting such logic and the system specifica-
tion to be guarded. The guarded restriction introduces a form of
bounded quantification in the properties and formulas driving the
system’s evolution, which resembles input-boundedness [113, 114,
72]. In particular, read-only and read-write database relations are
accessed differently, querying the latter only by checking whether
they contain a given tuple of constants. It is shown that this restric-
tion is tight, and that integrity constraints cannot be added to the
framework, since even a single functional dependency leads to un-
decidability of verification. Decidability comes with a PSPACE up-
per bound for fixed-arity schemas, and EXPSPACE otherwise. [61,
62, 63] extend this approach by forbidding read-write relations,
but this allows the extension of the decidability result to integrity
constraints expressed as embedded dependencies with terminating
chase, and to any decidable arithmetic.

Another line of research building on the artifact-centric paradigm
is [9, 3, 10, 11], which study the specification and verification of
artifact-centric systems that rely on an active XML-based informa-
tion model. Active XML [2] (AXML for short) extends XML by
allowing parts of the document to be specified in an intensional
way, by means of embedded calls to internal functions or external
services. In the artifact-centric setting, AXML documents support
the design of complex workflows, providing at the same time a de-
scription of the underlying data and of the sub-tasks (formally, in-
ternal functions) to be orchestrated by the workflow. In particular,
the boundaries of decidability for the verification of systems based
on multiple, interacting AXML documents are delineated. Tempo-
ral properties of runs are specified in a tree pattern-based temporal
logic, called Tree-LTL, which exploits tree-like patterns to query
the states of the system, and combines them through linear-time
temporal operators to predicate about the evolution of a system run.
Similarly to the logics considered in Section 4.2, in Tree-LTL vari-
ables are existentially quantified within a state, or universally quan-
tified by means of an outermost quantifier. The systems consid-
ered for verification rely on guarded AXML (GAXML) documents,
which control the initiation and completion of sub-tasks by means
of boolean combinations of tree-patterns. Decidability of verifi-
cation is achieved by disallowing recursion in GAXML systems,
which leads to bound the total number of sub-tasks invoked along
a run. In this setting, the complexity of verification is shown to be
co2-EXPTIME-complete.

In [4, 5], the problem of comparing different data-aware work-
flow specification frameworks based on AXML is tackled. It is
argued that comparing workflow specification formalisms is intrin-

sically difficult because of the diversity of data models and control-
flow mechanisms, and the lack of a standard yardstick for expres-
siveness. For example, AXML workflows could employ automata,
pre-and-post conditions, or declarative temporal logic formulas to
express the dynamics of the system. A unifying approach based
on views is then proposed, where views are exploited to isolate the
relevant aspects to be taken into account when comparing different
specification frameworks. Notably, the approach is used to show
that the different control mechanisms for Active XML workflows
are largely equivalent, an indication of the robustness of the model.

4.4 Data-Centric Dynamic Systems
A recent line of research has been aiming at developing a frame-

work for the combination of data and processes that is expressive
and robust with respect to the system model, general in the verifi-
cation formalism, and at the same time guarantees decidability of
verification:

• Expressiveness guarantees the ability to capture a wide range
of concrete systems (such as web applications and artifact-
centric systems, which call for full create-read-update-delete,
CRUD, operations over the database), and favours the adop-
tion of the framework in real-world scenarios.

• Robustness makes the framework apt to adjustments (e.g.,
allowing for inclusion of different kinds of integrity con-
straints), which improves usability in the modeling phase.

• Generality of the verification formalism provides the abil-
ity to capture both linear-time and branching-time properties,
at the same time supporting first-order quantification across
states.

These apparently incompatible requirements can be accomplished
together by imposing (automatically checkable) structural condi-
tions on the process dynamics and on how they accounts for the
evolution of the data over time. We refer to this kind of framework
as Data-Centric Dynamic Systems (DCDS).

From a technical point of view, research on DCDSs has drawn
inspiration from the works dealing with termination of rule-based
systems, and in particular from acyclicity conditions in data ex-
change [92]. The key idea connecting data exchange with DCDSs
is that the semantics of tasks progressing the data can be related to
the firing of a (set of) tuple-generating dependencies (TGDs). Also,
notice that all the works discussed below assume that verification
is done with respect to a system with a given initial database.

The first works literally exploiting the connection between tasks
and TGSs were [51, 66]. There the transition relation itself is de-
scribed in terms of TGDs that map the current state, represented
as a relational database instance, to the next one. Null values are
used to model the incorporation of new, unknown data into the sys-
tem. The process evolution is essentially a form of chase. Under
suitable weak acyclicity conditions this chase terminates, guaran-
teeing in turn that the system is finite-state. Decidability is then
shown for a first-order µ-calculus without first-order quantification
across states. This approach was extended by [24], where TGDs
are replaced by actions allowing negation in the preconditions. In
this revised framework, values imported from the external environ-
ment are represented by uninterpreted function terms, which play
the same role as nulls in the work by [51, 66]. Since both [24]
and [51, 66] rely on a purely relational setting, this choice leads to
an ad-hoc interpretation of equality, where each null value/function
term is considered only equal to itself.

Differently from these works, [37] considered a first-order vari-
ant of CTL with no quantification across states as verification for-
malism. The framework supports the incorporation of new values
from the external environment as parameters of the actions; the



corresponding execution semantics considers all the possible actual
values, thus leading to an infinite-state transition systems. As for
decidability of verification, it is shown that, under the assumption
that each state of the system (constituted by the union of artifacts’
relational instances) has a bounded active domain, it is possible to
construct a faithful (i.e., sound and complete with respect to the ver-
ification logic) abstract transition system which, differently from
the original one, has a finite number of states. [38] looks at quan-
tification across in this setting. It relies on the semantic property
of genericity [8] (called there “uniformity”), which guarantees that
the transition system representing the execution of the process un-
der study is not able to distinguish among states that have the same
constants and the same patterns of data. Under the assumptions
of genericity and state boundedness, decidability of verification is
achieved for a richer logic, namely CTL with quantification across
states, interpreted under the active domain semantics.

In [26], a comprehensive study of relational DCDSs is provided,
where new information from the external world can be incorporated
into the system through calls to deterministic and non-deterministic
services. Verification for variants of first-order µ-calculus is inves-
tigated, where first-order quantification affects the objects across
the possibly infinite states of the system. With such an expressive
formalism, attention must be paid so as not to accumulate along a
run an unbounded amount of information about which the formula
to be verified may predicate. The accumulation of information may
occur in the variables that are used as arguments of quantification,
hence one needs to suitably control how these variables are quanti-
fied upon in the formula. In particular, two variants of first-order µ-
calculus are singled out. The first one, called history-preserving µ-
calculus, preserves knowledge of objects encountered along a run,
by relying on an active domain semantics. In this case, decidability
(in EXPTIME in the initial database) is obtained under the assump-
tion that the data introduced along a run are bounded, though they
may not be bounded in the overall system (run-boundedness con-
dition). The second one, called persistence-preserving µ-calculus,
preserves knowledge of an object only if the object is continuously
present across successive states. In this case, decidability (again in
EXPTIME in the initial database) is obtained even when infinitely
many values are introduced along a run, as long as there is an over-
all bound on the number of objects accumulated in the same state
(state-boundedness condition). Technically, decidability is shown
in both cases by relying on finite-state abstractions that are faithful
(i.e., sound and complete) according to suitable notions of bisim-
ulations, tailored towards the two verification languages. The ab-
stractions exploit an implicit form of genericity, which is enforced
by the model underlying DCDSs and by the services they interact
with. Even though run-boundedness and state-boundedness are se-
mantic conditions that are undecidable to check, sufficient syntactic
conditions have been singled out, respectively relying on the notion
of weak acyclicity in data exchange [92], and on the novel notion
of generate-recall acyclicity.

Considering the combination of the results in [38] and [26], we
can observe that, for state-bounded systems, in the presence of
first-order quantification over the active domain of the current state,
without limiting the scope of quantification to the objects that per-
sist across states, verification is decidable in case of CTL (i.e., with
alternation-fee fixpoints), but becomes undecidable for LTL, and
hence for the µ-calculus in general. The proof of undecidability in
[26] is based on a reduction to LTL with freeze quantifiers [68].

5. CONCLUSIONS AND OUTLOOK
In this work, we surveyed the research on foundations of data-

aware (business) processes that has been carried out in the database

theory community. This community has developed rich techniques
to deal with data and processes and among the various areas of
computer science it is probably the one in the best position to lay
the foundations of data-aware process analysis.

Several challenges are ahead of us. In particular, the work done
in the last years on verification of data-aware processes shows that
the analysis techniques proposed are exponential in those data that
“change”. So circumscribing what can be changed by a process
appears to be a key issue to make verification practical. This is
particularly relevant in the context of processes acting on web data
like those that are the focus of [12, 84].

Notably, recent significant works on the analysis of data-aware
processes, such as those in [38, 26], rely on a mix of contributions,
formalisms, and techniques that have their roots in several areas
of computer science, in particular database theory, formal meth-
ods, logic, process management, and knowledge representation. In
particular, with respect to the latter, it is worth noting that a field
where data and processes have always been considered together is
that of reasoning about actions in Artificial Intelligence. Since the
introduction of Situation Calculus in [99, 106], a first-order setting
was considered for describing the states that actions could modify.
An additional difficulty is the presence of incomplete information,
typical of knowledge bases. Verification of processes is obviously
of interest, but most decidability results are based on bounding the
domain, thus reducing to a propositional case. The techniques dis-
cussed here do impact that literature as well and reflect into condi-
tions for decidability of verification (see, e.g., [67, 25]).

We also notice that the majority of contemporary techniques
for data-aware process analysis rely on the construction of faith-
ful, finite-state abstractions starting from the infinite-state transi-
tion system representing the original model. In principle, this en-
ables the exploitation of conventional model checkers to actually
address the analysis problem, which is a promising approach. At
the same time, we stress the importance of further pursuing the
cross-fertilization with other research such as that of data words
[44, 45] that have developed techniques to deal with systems whose
state space is in general infinite due to the presence of data.
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