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Abstract. Coordination in multi-robot systems is a very active research field in Artificial Intelligence and Robotics, since through coordination one can achieve a more effective execution of the robots’ tasks. In this paper we present an approach to distributed coordination of a multi-robot system that is based on dynamic role assignment. The approach relies on the broadcast communication of utility functions that define the capability for every robot to perform a task and on the execution of a coordination protocol for dynamic role assignment. The presented method is robust to communication failures and suitable for application in dynamic environments. In addition to experimental results showing the effectiveness of our approach, the method has been successfully implemented within the team of heterogeneous robots Azzurra Robot Team in a very dynamic hostile environment provided by the RoboCup robotic soccer competitions.
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1. Introduction

Coordination in Multi-Robot Systems (MRS) is nowadays one of the most interesting areas of research in Artificial Intelligence and Robotics [14, 34, 27]. In fact, multi-robot systems are being developed from both a biological and an engineering perspective. In the first case the goal is to simulate the properties of biological systems, while in the second case the goal is to improve the effectiveness of a robotic system both from the viewpoint of the performance in accomplishing certain tasks [14] and in the robustness and reliability of the system [34].

A significant boost to the work on MRS has recently been given also by the Robot competitions and RoboCup, in particular. In fact, the design of MRS is regarded as one of the major scientific challenges to
be developed in the RoboCup environment [27]. In particular, according to the organization of RoboCup, the real robot leagues as well as the simulated league provide different settings, where the design of MRS is realized according to different hypotheses. The most distinguishing feature, as compared with previous work on MRS, is that the RoboCup environment is highly dynamic and hostile due to the presence of an opponent team.

In this paper we present a distributed approach to coordination in MRS that has been originally developed within the Azzurra Robot Team (ART) of robotic soccer players participating in the RoboCup competitions in the mid-size category [13]. Nonetheless, the methods and techniques presented here are rather general and suitable for application in other environments where similar underlying assumptions are satisfied.

ART [31] is composed of different robotic players developed in various Italian universities. Each university in the team is responsible for the development of one or more robots which differ in the mechanics (robot base and kickers), in the hardware (processor type and speed) and in the control software (different techniques and approaches for perception, reasoning and motion control) from the robots of the other research groups. Because of this kind of organization, coordination among the ART robots requires not only a distributed coordination protocol, but also a very flexible one, that allows to accommodate the various configurations that can arise by forming teams with players equipped with different basic features. Due to the intrinsic heterogeneity of the team, the dynamic environment in which the robots act, and the complexity of the task (playing soccer), our main focus in the development of such a MRS has been the implementation of a coordination framework suitable for decomposing the complexity of the task to be carried out into different sub-tasks and for dynamically assigning these tasks to the robots in the MRS.

Given the very wide scope of the proposals on MRS and the relatively youth of the research area, a common framework for the work on MRS is difficult to identify. A MRS cannot be simply regarded as a generalization of the single robot case and the proposed approaches need to be more precisely characterized in terms of assumptions about the environment and in terms of the internal system organization. Classifications of the work on MRS has been presented by Dudek et al. (1996) [14], by Cao et al. (1997) [11], by Iocchi et al. (2001) [25], and by Balch et al. (2002) [7]. In [14] the classification of MRS is focused on the communication and computation aspects, while in [11] several application domains for MRS are described and many systems are classified according to the task they are realized for. In [25] MRS are analyzed by
addressing their deliberation and reactivity capabilities. Other specific goals of the research in MRS include also the issue of explicit versus implicit communication [5] or exploring specific coordination strategies for specific problems [21].

In order to properly characterize the present proposal, it is worth highlighting the hypotheses underlying the MRS described by the present work that can be summarized as follows:

- **Communication-based coordination**: the usage of communication among the robots to improve team performances, allowing the robots to acquire more information and to self-organize in a more reliable way.

- **Autonomy in coordination**: the robots are capable to perform their task, possibly in a degraded way, even in case of partial or total lack of communication.

- **Distributed coordination**: the communication capabilities, combined with the autonomy requirement, require that each robot, while interacting with the others, must rely on local control (hence the system is distributed).

- **Heterogeneity**: the robots are heterogeneous both from hardware and software viewpoints, they can usually perform the same tasks but with different performance.

- **Highly dynamic, hostile environment**: the robots must be able to perform the assigned task in the presence of external and dynamic changes in the environment.

The building blocks of our proposal are a communication layer and a coordination protocol. The former provides for suitable inter-robot information exchange, as well as, proper interoperation within each robot computational model. The latter has been designed to deal both with roles (defender, attacker etc.) and with strategies (defensive, offensive). While the strategic level may be demanded to an external selection, roles are dynamically assigned [44, 42] to the robots during the game.

In the paper we also address the problem of evaluating the performance of MRS [3, 4], and are able to show through the analysis of the game logs that, in the operation environment, both the space coverage and the role exchange are effectively accomplished.

The paper is organized as follows. In the next section, we describe the architecture of the MRS, then the communication infrastructure and the coordination protocol. We then present the experimental results.
on coordination of the ART robotic players, address related work and possible application domains of the approach presented, finally we draw some conclusions, specifically discussing both the main features of the proposed approach and some issues that deserve further investigation.

2. System Architecture

Our approach to multi robot coordination is based on a coordination protocol run by all the robots of the team. This is obtained by implementing on every robot of the team a common subsystem that is responsible for communication on a (usually wireless) network and to execute the coordination protocol.

The main features of the proposed approach are that the team may easily include heterogeneous robots and that coordination is distributed, since each robot can take decisions on its own behavior based on its knowledge of the situation and no robot can take direct decisions about the behavior of other robots.

In Fig. 1 the system architecture for multi robot coordination is shown. The coordination module for every robot is organized into two layers: the communication layer that is responsible for exchanging data among the robots in the network, and the coordination protocol that performs a negotiation with the other robots and provides other modules of the robot with information about the actions that the robot must perform according to the team goals.
The robots may also be connected to a monitor that is typically used to visually inspect the behavior of the team and also to send general commands (like start or stop) to all the robots.

An important building block, within such an architecture, is ETHNOS (Expert Tribe in a Hybrid Network Operating System) [37] a real-time software architecture and a programming environment dedicated to the development of distributed intelligent robotic applications. In ETHNOS, in order to allocate and guarantee system time for communication activity, the communication infrastructure is fully integrated in the real time software architecture for robot control.

In ETHNOS all the concurrent activities required for the control of a mobile robot are demanded to entities called experts. As an architecture for the development of real-time robotics applications, ETHNOS can schedule three different kind of experts:

1. periodic experts, i.e. real-time tasks which execute at a fixed rate
2. sporadic experts, i.e. real-time tasks which execute in subordination to specific conditions,
3. background experts, i.e. non real-time tasks which execute when the scheduler has no pending requests coming from periodic and sporadic expert to satisfy (for a more exhaustive description of ETHNOS scheduling policy [36]).

In the development of the ART MRS ETHNOS has played a twofold role; on some of the robots is used as the underlying operating system, in other robots it simply implements the communication layer. In the former case ETHNOS has been used as a basis for the implementation of different cognitive models on individual robots. In the latter case, the ETHNOS communication facilities ported as a C-library on other control environments, provide a flexible and efficient communication layer suitable for effective implementation of a heterogeneous team of robots.

Summarizing, each of the communicating units in the architecture shown in Fig. 1, is based either on the ETHNOS system or on some other control systems enriched with the ETHNOS layer for communication. We have three other kinds of control environments, one of them being the general purpose system SAPHIRA [28], and two specialized systems used in other robotic platforms.

While the features of ETHNOS are described in detail elsewhere [37], in the next section we focus on the communication layer that provides the infra-structure for our MRS. The coordination method and the the coordination protocol are described in Section 4.
3. Communication Infra-structure

As already mentioned, the communication infra-structure of our MRS has been developed by relying on ETHNOS, which implements a suitable inter-expert message-based communication protocol (the EIEP - Expert Information Exchange Protocol [39]) fully integrated with the central system. The EIEP allows the system developer to decouple the different experts in execution, to reach, as close as possible, the limit situation in which the single expert is not aware of what and how many other experts are running. In this way an expert can be added, removed or modified at run-time without altering the other components of the system.

Expert decoupling is achieved by eliminating any static communication link. The EIEP is essentially an efficient implementation of a blackboard [15] in a network distributed environment. In fact, the EIEP is based on an asynchronous publish-subscribe messaging paradigm. The single expert subscribes to the particular message types, known a priori. When another expert publishes any message of the subscribed types, the subscriber receives it transparently regardless of the particular machine on which they are produced or on which an expert subscribed. This allows EIEP to be used uniformly both to design the control method within the experts of a single robot and to support transparent inter-robot communication. In fact, in ETHNOS the different experts are also allowed to subscribe to communication clubs. It is the responsibility of the system to dynamically and transparently distribute the messages to the appropriate club members.

This general methodology has been used in different applications (i.e. service robotics [38] and RoboCup [37]) and adapted in an application-dependent way by appropriately defining the number and type of clubs used. Specifically, in this RoboCup application, we are allowing the robots to communicate in a single club - the team club - (to which all of them have subscribed) and with an external supervisor (the coach) that monitors the activity of all the robots.

The EIEP also deals with low level network communication. In fact, since in RoboCup (and in general in mobile robotics) network communication is often wireless (i.e. radio link, Wavelan, etc.), due to noise or interference transmission packets are sometimes lost. In this context, both TCP-IP and UDP-IP based communication cannot be used: the former because it is intrinsically not efficient in a noisy environment; the latter because it does not guarantee the arrival of a message, nor any information on whether it has arrived or not. For this reason we have also designed a protocol for this type of applications,
called EEUDP (Ethnos Extended UDP), which extends UDP with the required features.

The EEUDP allows for the transmission of messages with different priorities. The minimum priority corresponds to the basic UDP multicast (there is no guarantee on the message arrival) and it is used for data of little importance or data that is frequently updated (for example the robot position in the environment that is periodically published). The maximum priority is similar to TCP because the message is sent until its reception is acknowledged. However, it differs from TCP because it does not guarantee that the order of arrival of the different messages is identical to the order in which they have been sent (irrelevant in ETHNOS applications because every message is independent of the others), which is the cause of the major TCP overhead. Different in-between priorities allow the re-transmission of a message until its reception is acknowledged for different time periods (i.e. 5 ms, 10 ms, etc.).

4. Coordination

The coordination method we present in this section is based on a coordination protocol, that is implemented on every robot of the team and is used by the robots in order to coordinate their activities for accomplishing a global team task.

The approach we adopted is a formation/role system similar to the ones described in [44, 42, 35, 45]. A formation decomposes the task space defining a set of roles. Each robot has the knowledge and capabilities necessary to play any role, therefore robots can switch their roles on the fly, if needed. Notice that, in an heterogeneous team, the implementation choices for each role can be different, thus having possibly different behaviors for a role, depending on the robot.

For instance, in the RoboCup environment, a basic formation could be the one where a robot takes the role of attacking going to get the ball control, another one that of defending and a third one that of supporting the attack. However, other formations are possible depending on the kind of strategy adopted (offensive, defensive) and on the need to handle special situations such as for example the malfunctioning of the goal keeper.

The coordination protocol is used by the robots in order to select the appropriate formation according to the environment conditions and to make a decision on the roles assumed by the robots in the formation.
4.1. COORDINATION PROTOCOL

The coordination protocol is based on broadcast communication of some data by every robot. These data are processed by each robot in order to establish the formation that the team will adopt and the role assigned to the robot. The computation of the coordination protocol is distributed, because each robot must process the information coming from the others in order to identify the team formation and its own role. The protocol is robust because it relies on a little amount of transmitted data.

The coordination protocol is based on the concept of utility functions, that are defined off-line before the actual operation of the MRS in the environment. These functions are evaluated periodically during the robot mission and exchanged among the robots. The coordination protocol includes two steps that are periodically executed on-line during the MRS mission: role assignment and formation selection. In our current implementation the protocol is executed every 100 ms (that corresponds to the perception cycle). A less frequent execution of the protocol may lead to less reactivity in role exchanging.

In the following sections we will first describe the definition of the utility functions and then the two steps that define the coordination protocol.

DEFINITION OF UTILITY FUNCTIONS

A set of utility functions is defined in order to provide a quantitative measure of the effectiveness estimated by each robot in assuming a given role within the current formation. A utility function is thus associated to one role and the coordination protocol is based on exchanging the values computed for these functions among the robots and on taking a distributed decision on role assignment from these values.

More formally, a utility function \( f_i^r(\cdot) \) for a robot \( i \) and a role \( r \) is a function that, given the information about the status of the robot, returns a value that indicates how well can this robot play the role \( r \). In other words, a utility function for a role should return higher values when the robot is in a good situation to play the role, and lower values when the robot is in a bad situation to fulfill it.

The definition of the utility functions is an important step in the design and realization of the MRS, and, since they are deeply related to the application domain of the MRS, it is not easy to develop a general methodology for defining them. The designer of the MRS must anyhow take into account two considerations: i) there are some variables or conditions that characterize the state of the robot that are relevant for the execution of the task associated to a role; ii) some parameters
of the utility functions must be experimentally evaluated, since they also depend from the characteristics of the individual robots (in a heterogeneous team).

Based on the above considerations we have performed the following steps for defining our utility functions:

1. identify the variables that are relevant for the execution of the task associated to a role;

2. define the utility function as a linear combination of these variables;

3. perform a set of systematic experiments in order to determine the coefficients of the utility functions.

For example, the utility function for the role **Attacker** in our RoboCup soccer robots is a linear combination of the following variables: distance to the ball, direction to the ball, distance to the opponent goal, direction to the opponent goal, presence of obstacles in the trajectory from the robot to the ball. The coefficients for this linear combination have been derived for every robot with the experiments described in Section 5. In particular we remark that the experiments with real robots have been fundamental for an effective coordination in our heterogeneous team, since due to the diversity of the robots, the coefficients of the utility functions are different for every robot.

**ROLE ASSIGNMENT**

Role assignment is the first step of the coordination protocol and it is accomplished through explicit communication of the values of the utility functions (specific for every role), that every robot evaluates given its current local information about the environment. By comparing these values, each member of the team is able to establish the same set of assignments (robot→role) to be immediately adopted.

More specifically, suppose we have \( n \) robots \( \{ R_1, ..., R_n \} \) and \( m \) roles \( \{ r_1, ..., r_m \} \). The roles are ordered by the MRS designer with respect to importance in the global task to be performed, i.e. assigning \( r_i \) has higher priority than assigning \( r_{i+1} \). Moreover, for each role we define a “percentage of role covering” \( P_j \), that denotes how many robots of the team should be assigned to this role. For example, if we have two roles and we want to assign the first role to 60% of the team robots and the second role to the remaining 40% of the robots we have \( P_1 = 0.6 \) and \( P_2 = 0.4 \). In this way it is possible to assign a role to a robot if \( n > m \). The use of the percentage values \( P_j \) may require a little care when rounding them with respect to the total number of robots. A simple solution we adopted for our team is to define \( P_j \) as \( x/n \) (\( x \) being
an integer value); while a different choice may be appropriate when a
larger number of robots are present.

Let $f_j^i$ be the value of the utility function, computed by robot $R_i$
for the role $r_j$ and $A(i) = j$ denote that the role $r_j$ is assigned to the
robot $R_i$.

The method for dynamic role assignment requires that each robot
$R_p$ computes the following algorithm:

\begin{verbatim}
for each role $r_j$ do
    compute and broadcast $f_j^p$;
for each robot $R_i$ ($i \neq p$)
    for each role $r_j$ do
        collect $f_j^i$;
        $\mathcal{L} = \emptyset$; /* Empty the list of assigned robots */
    for each role $r_j$ do
        for $c = 1$ to $P_j \times n$ do
            begin
                $h = \arg\max_{i \in \mathcal{L}} \{ f_j^i \}$;
                /* the robot $R_h$ has the highest value of $f_j^i$ ($i \not\in \mathcal{L}$) */
                if $h = p$ then $A(p) = j$; /* the role for $R_p$ is $r_j$ */
                $\mathcal{L} = \mathcal{L} \cup \{ h \}$;
        end
\end{verbatim}

It is easy to see that every role is assigned to at most $P_j \times n$ robots
and that every robot is assigned to only one role. The reason is that at
every cycle of the algorithm a different assignment $A(i) = j$ is done; $j$
changes after $P_j \times n$ cycles and robots already included in the set $\mathcal{L}$ of
assigned robots cannot be chosen for further assignments.

In particular, the first role (i.e. the one with the highest priority),
will be assigned to those robots that have the best utility values for
the role $r_1$, the second role to those among the remaining robots that
have the best utility values for the second role, and so on. While in the
case of a complete lack of communication all the robots will assume the
most important role ($r_1$).

It is important to notice here that the utility functions we have
defined in our approach do not represent a metric evaluation of the per-
formance of the MRS (as in [35]), but the best way to accomplish every
single task (independently from the others). Therefore, even though our
can be considered as a greedy approach to the Heterogeneous
Robot Action Selection Problem (HRASP) defined in [35], we remark
that our utility functions are not semantically equivalent to the met-
ric evaluation functions. Moreover, while HRASP has been proved to
be NP-hard [35] and thus heuristics must be developed to cope with this problem, our objective is not to compute a role assignment that maximize the sum of the utility functions, but to assign a priority to every role and to guarantee that high priority roles are assigned to the robots that are in the best conditions to perform the associated tasks.

This issue is very important in many dynamic and adversarial environments and especially in the RoboCup environment, in which this work has been originally developed. Consider a situation in the RoboCup environment in which two robots coordinate on the two roles: attacker and defender. For an effective game it is important that the role attacker is assigned to the robot that is in the best condition to reach the ball before the opponents. Now consider the following values for the utility functions of these two roles: $f^1_a(\ldots) = 10, f^1_d(\ldots) = 6$ for robot 1 and $f^2_a(\ldots) = 6, f^2_d(\ldots) = 1$ for robot 2. Our algorithm will assign robot 1 to the role attacker and robot 2 to the defender, while if we had chosen to maximize the sum of the utility functions we would have the opposite assignment. However, in this scenario, the second choice may be ineffective since it does not take into account the different priorities of the two roles and may lead to a situation in which robot 2 will fail to reach the ball and to act as attacker, while robot 1 (that was in the best condition to get the ball and attack) will perform a defensive action possibly losing the opportunity to control the ball.

In order to obtain an effective application of the above method, an important issue to be dealt with is the stability of decisions with respect to possible oscillations of the numerical parameters on which they depend upon (see also [24]).

The method we adopted to stabilize decisions is based on the notion of hysteresis (see Fig. 2), which amounts to smoothing the changes in the parameter values. This technique prevents a numerical parameter's oscillation from causing oscillations in high level decisions. In the case of coordination, for instance, if at a certain instant robot $R_i$ covers role $r_j$, its utility function $f^i_j()$ for role $r_j$ returns a higher value.

Another critical factor for the correct operation of coordination is the capability of each element to realize a sudden difficulty in perform-
ing its task. For instance, a robot that is moving toward the ball can get stuck on its way. Once it has realized this circumstance, all its utility functions must return low values so that the role can be assigned to other robots.

Finally, if all the robots possess the same data (i.e., communications are working correctly), they will compute the same assignment, but in case of a great loss of transmitted data due to interferences, the robots may have slightly inconsistent data. Therefore, there could be roles temporarily assigned to more than one robot or not assigned at all. However, holes in data transmission last in general fractions of a second. So, if we assume that the values of the “utility functions” do not change sharply, the correct use of the hysteresis method guarantees that the roles will be correctly assigned almost always (as shown by the experimental data we have collected during the games and are discussed in the next section).

**Formation selection**

The robots have at their disposal a number of predefined formations and rules to select the formation to adopt, on the basis of the environment configuration. Since each robot status do not necessarily coincide with those of the others (because of possible communication failures or different views of the world), the robots may choose different formations. Therefore the formation selection algorithm is based on a voting scheme that allows for changing the formation only in presence of the absolute majority of votes.

```plaintext
for each robot \( R_i \) of the team do
begin
  collect voted_formation\([i]\];
  votes[voted_formation\([i]\)] = votes[voted_formation\([i]\)] + 1;
end
if there is a formation \( f \) such that votes[f] > n/2 then
  selected_formation = f;
```

This voting scheme resolves the conflict arising by lack of absolute majority by leaving the formation unchanged. The algorithm also limits significantly the risk of oscillations in formation selection as well as the frequency of changes. Moreover, to ensure the stability of decisions, the formation selection is accomplished at a lower frequency to that of role selection (i.e. once per second).
5. Applications and experiments

A successful coordination of the team depends on the effectiveness of the coordination protocol and on a suitable calibration of some parameters, such as the coefficients of the utility functions. Calibration of these parameters typically requires a significant experimental work.

In addition, in an heterogeneous team of robots the experimental phase is particularly demanding, since the exchanged information are computed and interpreted differently by each element of the team. For example, consider the evaluation of reachability of the ball: each robot may have a mobile base with different capabilities and a set of behaviors with specific speed characteristics and, that notwithstanding, robots must calculate comparable numerical values.

In this section we describe methods and tools that have been used for developing and evaluating the approach described above and we present the results of our experiments in a competitive and highly dynamic environment such as the one provided by the RoboCup matches.

5.1. Methods and tools

The experimentation of the coordination protocol must be done in stages which require the use of different tools: a simulator, experimentation without play, experimentation during actual games, and analysis of log files of the games.

The first and easier experimental setting is provided by a simulator. Even though simulation cannot provide a precise characterization of all the aspects that influence the performance of the robot in the real environment, it is very useful both for verifying the correctness of the protocol and for computing a first estimation of the coefficients of the utility functions, that will be refined with subsequent experiments involving real robots.

First experiments with real robots may be done without playing, with steady robots and moving the ball and opponents. At this stage one needs to adjust the discrepancies arising from differences in heterogeneous robots' implementations. In particular, we compare the sensing capabilities of the robots and adjust the coefficients of their utility functions. Notice that while these aspects could be, in principle, resolved through the simulator, this requires a rather complex simulation model that is very difficult to build. Similarly, learning techniques could be used, but they are outside the scope of the present work.

The other experimental phase involving the robots consists in looking at the game and in singling out the failures of the coordination system. For example, a typical task is that of identifying situations
where the most suitable player does not move towards the ball (take role *Attacker*) and adjust the parameters to restore the expected behavior.

To this end, an analysis of the log files generated during the games is very useful for identifying misbehaviors of the coordination system. In this respect, we have developed a 3D viewer for experimental data that allows for displaying several information about one or more robots from the log files of real games or portion of them. By analyzing the data collected by the robots during the game through our graphical tool for 3D navigation of these data, we are able to detect several interesting features of coordination as well as unexpected behaviors of the robots, such as unassigned roles, oscillations in role exchange, overlapping roles, etc. Specifically, we have used this tool also to further refine the utility functions.

5.2. THE ROBOCUP ENVIRONMENT

The coordination method presented in the previous section has been implemented within the Azzurra Robot Team, the Italian national team of heterogeneous robotic soccer players, participating in the RoboCup competitions in the Middle-Size League [31].

Coordination in the RoboCup environment is an important issue because of the possibility of implementing effective team strategies for the game. In fact, coordination among the ART players requires not only a distributed coordination protocol, but also a very flexible one, that allows the coach to accommodate the various configurations that can arise by forming teams with different basic features. The performance of the ART team provided substantial evidence that basic coordination among the team players has been successfully achieved. In several situations where two team players were close to the ball, they were able to smoothly switch their roles and managed to get ball possession without obstructing each other; in addition, they have generally occupied the field in a satisfactory way, as shown in the coordination analysis presented in Section 5.4.

The coordination protocol used in this setting is based on a set of formations and a set of roles for every formation. The formation that has been mostly used is the *standard formation* that is described below. Other formations have been considered in order to deal with special situations, like goalkeeper out of the game.

In the *standard formation* we have defined 3 roles for the 3 players: *Attacker*, *Defender*, *Support*. The *utility functions* for these roles are defined as a linear combination of distance from the ball, position and orientation of the robot in the field, and obstacles in the path towards the ball. Since we have 3 roles for 3 robots the *percentage role covering*
\( P \) are set to 1/3, so that every role is assigned to one robot. Moreover, the roles have priorities and thus if for example one robot is out or does not communicate with the others the first two roles (Attacker, Defender) are assigned to the remaining two robots, leaving the Support role unassigned.

The algorithm for dynamic role assignment has been used for effective role switching between robots during the games and the hysteresis in the utility functions have reduced the possibility of too frequent role switching. The performance has also been evaluated through a set of systematic experiments on the robots and by the data collected during actual games in the official games of RoboCup 1999 and 2000. We have reported the results of the analysis on communication and coordination in the next sections.

5.3. Communication analysis

The reliability of communication with the EIEP has been experimentally verified. ETHNOS system allocates a maximum guaranteed and dedicated time to network communication. Since ETHNOS schedules all tasks in real-time according to the Rate Monotonic scheduling policy, the dedicated time value is computed automatically on the basis of the schedulability analysis so that the real time execution of the whole set of tasks (i.e. user-defined and communication tasks) is guaranteed. Thus, the dedicated time depends on the computational load of the tasks in execution as well as on the processor speed.

In Fig. 3 the diagrams represent different machines (with different processing power) corresponding to two robots (Relé - an AMD-K6 200MHz - and Homer - a AMD-K6 233Mhz -) and a monitor (an Intel Pentium II 300 Mhz), connected using radio ethernet (2 Mbit bandwidth Wavelans). The top line in the diagram indicates the calculated time available each 100 ms for communication purposes. Clearly, this value decreases as the number of tasks in execution increases (and, consequently, the computational load). The bottom line indicates the time spent in communication, which also increases with the number of experts (this is because in this experiment we have assumed that the activity of every expert involves either transmission or reception of messages). In this way it is always possible to determine a priori whether the system is capable of both communicating information and executing in real time.

Finally, it is worth considering the transmission complexity which determines the bandwidth requirements. In general, if we have a system composed of \( n \) robots and \( m \) roles we have a complexity \( O(mn) \) corresponding to the number of utility values that have to be transmitted. In
fact, according to ETHNOS broadcast communication strategy, if the number of roles is fixed the complexity linearly increases with respect to the number of robots and vice versa. This typically occurs in many applications in which the number of roles is significantly lower than the number of robots and it is fixed and related to the specific application.
Table I. Robots' roles.

<table>
<thead>
<tr>
<th></th>
<th>Match</th>
<th>Attacker</th>
<th>Support</th>
<th>Defender</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82.9%</td>
<td>39.5%</td>
<td>98.2%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>84.6%</td>
<td>98.0%</td>
<td>80.8%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>87.6%</td>
<td>38.5%</td>
<td>90.0%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>89.5%</td>
<td>81.8%</td>
<td>96.9%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>93.5%</td>
<td>84.1%</td>
<td>98.9%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>87.6%</td>
<td>68.3%</td>
<td>93.0%</td>
<td></td>
</tr>
</tbody>
</table>

Table II. Robot position in the field.

<table>
<thead>
<tr>
<th></th>
<th>Match</th>
<th>Forward</th>
<th>Middle</th>
<th>Backward</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.8%</td>
<td>68.7%</td>
<td>97.8%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>65.4%</td>
<td>68.8%</td>
<td>98.6%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>53.2%</td>
<td>54.5%</td>
<td>99.3%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23.5%</td>
<td>80.4%</td>
<td>93.1%</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>64.1%</td>
<td>72.1%</td>
<td>98.9%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>57.0%</td>
<td>68.9%</td>
<td>97.5%</td>
<td></td>
</tr>
</tbody>
</table>

domain. In addition, the size of messages is limited and the bandwidth required is thus very low.

5.4. Coordination analysis

The evaluation of the coordination protocol in this setting has been carried out by analyzing a set of log files acquired during the matches in the European Championship 2000. We present here the results of this analysis both for the communication and for the coordination layer.

A quantitative analysis of the coordination protocol has been worked out through the collection of the log files of various games.

Table I describes the percentage of time in which a role is assigned to at least one robot. Since the roles are ordered in terms of importance within a formation, some roles are more likely to be assigned. In particular Attacker and Defender were almost always assigned, while for instance the role Support was not assigned when there were only two players in the field. Therefore, with respect to a static assignment of roles, dynamic assignment provides a good distribution of the roles, but
with the advantage of selecting the more appropriate robot for every role depending on the current situation of the environment.

Table II shows the coverage of the field by the three middlefield robots (i.e. the percentage of time in which at least one robot was in a zone of the field). It is interesting to notice that the field has been properly covered, even if there is not an explicit split of the field in sections assigned to the robots. In particular, the defensive area has been occupied by at least one robot almost at every time.

Another analysis shows that during the game there is an average of one role switch every 10 seconds. Due to occasional loss of transmitted data, we noticed that about 1/10 of the role switches generates roles’ oscillation, lasting about 300 ms before stabilization.

Finally, by a comparison between the logs and a visual review of the game, we have discovered that one relatively frequent source of failure in coordination arises from situations in which a robot is not actually able to correctly evaluate the utility function for a certain role. This situation arise when there is a problem in the vision system which causes the robot to see the ball very close to it, while it is not. This robot gets the role Attacker with the goal of going to the ball, but it will be unsuccessful while blocking the exchange of roles. This behavior shows that the coordinated system is highly influenced by the individual robot failure. In such cases the overall performance of the team is not good, since a robot that is actually in a better position to go will not assume the correct role. The problem has been successfully addressed by decreasing the utility function when the robot does not make progress in its task. This is obtained by a task-dependent evaluation of the progress of the robot in performing the task. For example, the evaluation of the progress of the task associated to our role Attacker is given by the computation of the distance to the ball that must decrease in time. If the distance to the ball does not decrease the utility function for the role Attacker returns a lower value, allowing other robots to possibly take the role.

6. Related work

Recently, there has been a growing interest in multi-agent robotic systems, as witnessed by the great number of scientific publications in the field (for a survey see [14, 11, 25, 7]). Research has mostly been focused on specific aspects (distributed system architectures, communication modalities, coordinated motion, cooperation and competition, etc.), on particular environments (military [32, 29], service [17] [16], extra-terrestrial planetary exploration domain [30], etc.).
In this section we identify those aspects of the MRS discussed in the literature that are more closely related to our work. Subsequently, we will address RoboCup related approaches.

From the architectural point of view our approach requires only a common communication layer, whereas significantly different architectural models can be adopted. This is witnessed by the different architectures (behaviors based, hybrid, fuzzy-logic based) of the robots in the ART team. Other approaches impose more rigid constraints. For example in [10, 33] subsumption-based reactive control is adopted for robot societies consisting of up to 20 agents. ALLIANCE [34] and BLE [45] provide coordination among the robots by an inhibition mechanism that is used by one robot to disable the execution of a behavior on other robots. Robots in these systems are designed in a behavior-based architecture. A more general approach is proposed in [2, 6] where the AuRa hybrid architectural model is extended to handle multi robot coordination in hostile environment exploration for urban warfare and for navigation in military formation. Also the MURDOCH architecture [20] defines a distributed communication system based on a publish/subscribe paradigm that may be implemented on different robotic architectures.

Heterogeneity is a fundamental feature of our approach and in fact the robots in the ART team differ not only in the control architecture, but also in the mechanics, sensors and actuators as well as in the robot shape and appearance. It is important to emphasize that in our approach heterogeneity is a requirement that the robotic system must handle (the robots to be coordinated have been developed independently and beforehand by separate research groups) and that every robot is able to perform every task, but possibly with different performance. Other approaches in literature have typically dealt with heterogeneity in a different way. For example in [41, 35], heterogeneity is specifically designed and adopted to better accomplish a given task.

Our approach differs from many other proposed systems also in the role of coordination to address the given task. In fact we are not simply interested in finding a spatial distribution of the robots in order to optimize the execution of a cooperative task (as in typical coverage problems [19, 23], such as mine collecting [1] or floor cleaning [26]); instead, we aim at finding a solution for the more general problem, where robots are given a set of criteria and an arbitration algorithm to negotiate the role that each of them must assume (in our definition, selecting a role means choosing and activating the group of concurrent behaviors that are associated with that specific role). This problem, often related to the presence of a robotic or human opponent, has been considered relevant in military applications for Urban Warfare. In this
scenario a group of robots are deployed into an unknown, possibly hostile environment (for example a building occupied by enemy forces) with the purpose of exploring it and report to a base station what they have discovered (as in the DARPA Tactical Mobile Robot domain [8]).

The problem of dynamic task assignment has been specifically addressed also in some recent works [45, 20, 43, 40]. The work in [45] describes an approach to distributed task assignment similar to the one presented here. In order to assign a task every robot collects a value (that can be seen as the result of our utility functions) from all the other robots, the robot with the maximum value can send an inhibition signal to the other robots in order to disable their execution of the behavior associated to this task. As already mentioned before, this mechanism is based on a Port-Arbitrated Behavior-Based architecture. In the MURDOCH system [20] tasks are organized in a structure similar to a Hierarchical Task Network and task allocation is computed by a sequence of “one-round auctions”. When a task is to be executed by the MRS an auction mechanism allows for deciding which robot is in the best condition to perform the task by means of the evaluation of some metric functions, that are similar to our utility functions. A difference with respect to our system is that we evaluate our utility functions periodically during the mission, so that if one robot happens to be in a better condition to do a task a role switching is performed. The work in [43] addresses the issue of “module conflict”, that is needed for avoiding that two or more robots execute incompatible tasks. The authors define the concept of module, that is slightly different from our definition of role. While their modules are associated to the basic tasks that can be executed by the robots, our roles define high-level tasks that must be accomplished by the robots (possibly executing simpler subtasks). Therefore, the association between robots and roles is one-to-one in our approach, while it is many-to-many in [43]. The module conflict resolution mechanism in [43], that is used for dynamic task assignment, is based on the evaluation of a correlation function that defines incompatibility among the modules. This function is defined by the user for every pair of modules. Finally, in [40] tasks are organized in Distributed Organizational Task Networks (DOTN) and task allocation is performed by a heuristic search in the space of possible assignments between robots and DOTN. Task assignment is not based on the evaluation of a function for measuring the quality of task allocation, but on minimizing the dependencies among the tasks assigned to different robots, so that each robot can perform its tasks in a more independent way.

Among the proposals for robot coordination developed in the RoboCup environment, we may find both centralized and distributed ap-
proaches. Centralized ones are mostly adopted in the Small-size League where a global reconstruction of the environment is possible (because of the availability of a global vision system) and when a team of robots can reliably reconstruct global information about the environment from local sensors. For example the CS Freiburg team in the Middle-size League [22] makes use of very precise measurements given by laser scanners to reconstruct a global representation of the field and a centralized coordination is realized by dynamic selection of the robot that acts as the leader. However, possible communication failures, that are very common in the RoboCup environment, as well as the general difficulty of reconstructing a global reliable view of the environment, require full autonomy on each robot and distributed approaches are usually preferred in this context. A distributed approach that is not based on explicit communication is described in [18], in which two robots are able to exchange the ball by using direct communication of their roles and a field-vector based collision avoidance that takes into account in a proper way the role of the robots. Other behavior based reactive MRS are presented in [9, 12]. Our approach exhibits the following two features: on one hand, it exploits explicit communication among the robots for exchanging information about the status of the environment in order to achieve a distributed agreement on the actions to be performed; on the other hand, it is robust to possible communication failures, since in these cases the system degrades its performance, but it still keeps on the execution of the task.

7. Conclusions

In this article we have described an approach to distributed coordination of a team of heterogeneous mobile robots, whose main features are: explicit communication among the robots, autonomy in coordination and heterogeneity of robots with similar capabilities. The approach was originally developed for the RoboCup environment, and it is thus suitable for highly dynamic and hostile environments.

The successful application of the method has proved its effectiveness in a challenging scenario for MRS coordination. In fact, the coordination method described here has been a critical factor in the performance of the ART robot team for the Stockholm 1999 and Amsterdam 2000 RoboCup competitions, where the ART has classified in the second place for both of these competitions. ART soccer team was a highly heterogeneous team, since different players were designed by different research groups exploring different hardware and software solutions. The proposed system architecture allowed to easily integrate together
the results of different researchers across different groups and to easily implement protocols for inter‐robot coordination (by hiding to the programmers the details of communication). It is important to emphasize that in our approach heterogeneity is a requirement that the robotic system must handle (the robots to be coordinated have been developed independently and beforehand by separate research groups). Moreover, as a difference with other heterogeneous MRS [41, 35], in our case all the robots are able to perform all the tasks, but with different performance that is taken into account in the coordination protocol. We believe that the availability of robots with different features and designed by different manufacturers is a realistic scenario in the next future.

Another important contribution of this article is in the definition of methods and tools for an experimental evaluation of the performance of the proposed coordination method. In particular the analysis of communication packets has proved the effectiveness and reliability of the EIEP for robots’ information exchanging, while the analysis on the coordination protocol has showed that several properties (like area coverage and role assignment), that are important for the environment in which coordination has been applied, have been substantially achieved.

One critical aspect of distributed coordination in a MRS is the robustness of the method, with respect to failures and malfunctioning of the robots. The method described in this paper made the team sufficiently robust to perform successfully during the competitions. However we believe that the methods for achieving robustness of the team performance deserve further investigation. Another important issue is the evaluation of the effectiveness of coordination methods. We are currently addressing this aspect both by improving the techniques and tools proposed in the paper and by addressing the analysis of a wider set of properties that are related to coordination and team work.
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