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Abstract et al, 19984, and intelligent access to the wHbevy et al,,
1996; Blanccet al, 1994. The modeling requirements aris-
ing in the above areas have stimulated the need for incorpo-
rating increasingly expressive representation mechanism

In the last years, the investigation on Description
Logics (DLs) has been driven by the goal of apply-
ing them in several areas, such as, software engi-

neering, information systems, databases, informa- e The goal of capturing the semantics of database mod-
tion integration, and intelligent access to the web. els and reasoning about data schemas has stressed the
The modeling requirements arising in the above importance Qf nur_nber restrictions;ary relations, and
areas have stimulated the need for very rich lan- cyclic assertions in the knowledge basgalvaneseet
guages, including fixpoint constructs to represent al., 1994.
recursive structures. We study a DL comprising the e Information integration systems require inclusion asser-
most general form of fixpoint constructs on con- tions not only on concepts, but also on relatifldéman,
cepts, all classical concept forming constructs, plus 1997.
inverse rolesp-ary relations, qualified number re- e Semi-structured data, used in applications such as digital
strictions, and inclusion assertions. We establish libraries, internet information systems, etc., require th
the EXPTIME decidability of such logic by pre- ability to represent data whose structure is not rigid and
senting a decision procedure based on a reduction strictly typed as in conventional database systems. Mod-
to nonemptiness of alternating automata on infinite els for semi-structured data represent data as graphs with
trees. We observe that this is the first decidability labeled edges, and adopt flexible typing schemes in or-
result for a logic combining inverse roles, number der to classify datéBuneman, 1997 A special case of
restrictions, and general fixpoints. such models is XML[Bray et al, 199§, which is be-
coming the standard for exchanging data on the web. In
1 Introduction general, correctly modeling such typing schemes calls

Description Logics (DLs) allow one to represent a domain of for the use of fixpoints in the representation formalism
. ; [Calvaneset al., 19984.
interest in terms ofonceptandroles, where concepts model )
classes of individuals, and roles model relationships betw ~ ® UML [Boochet al, 1999 is nowadays the standard lan-
classedWoods and Schmolze, 1992: Doniet al, 1996: guage for the analysis phase of software and information
Borgida and Patel-Schneider, 1994 knowledge base ex- system development. CASE tools that perform auto-
pressed in a DL is constituted by inclusion assertions that ~Mated reasoning on UML schemas (for example, to test
state the properties of concepts and roles. Various reason- consistency or redundancy) would be of great interest.
ing tasks can be carried out on a knowledge base. The most Fully capturing UML schemas in DLs requires inverse
fundamental one consists in checking whether a certaim-asse ~ foles,n-ary relations, number restrictions, and general
tion is logically implied by a knowledge base. A DL is char- fixpoints on concepts for modeling recursive structures
acterized by three aspects: the language used to form com- (both inductive and coinductive), such as lists, trees,
plex concepts and roles, the kind of assertions that are used Streams, efc..
to express properties of concepts and roles, and the irdferen DLs that capture all requirements above except fixpoints
mechanisms provided for reasoning on the knowledge basese known (see e.dCalvaneseet al, 1998d). However,
expressible in the system. fully capturing fixpoints in DLs has been an open problem
In the last years, the investigation on DLs has been driveffior a long time. Fixpoints incorporated directly in the sema
by the goal of applying them in several areas, such as plartics have been first studied {INebel, 1991; Baader, 196
ning [Weida and Litman, 1992 action representatiopAr- for simple DLs. DLs with regular expressions, which can
tale and Franconi, 1994software engineerinDevanbu and  be seen as a form of fixpoints, have been studid®aader,
Jones, 1997 information systemgCatarci and Lenzerini, 1991, and exploiting the correspondence with Propositional
1993, database$Borgida, 1995; Bergamaschi and Sartori, Dynamic Logics in[Schild, 1991; De Giacomo and Lenz-
1992; Shettet al,, 1999, information integratiofCalvanese erini, 1994. In [Calvaneseet al, 1993 another form of



fixpoints, capturing well-foundedness, has been congidere (Tw)E = TZ C (AT (-R)I = TZ\ RZ
While such logics got increasingly expressive, they all in- pr_ P; C Tz (Ri MR )§ B (1;: )Ir:(R 2
clude fixpoint of a limited form only. Fixpoints on concepts i Pt =n vl = A 2p

their full generality have been investigated[Bchild, 1994; (8i/n:C); = {(dr,...,dn) € T} | di € CT}

De Giacomo and Lenzerini, 19pd@eveloping a correspon- . . .
dence with modaji-calculus[Kozen, 1983 However these (T, =A Xy =p(X)CA
logics lack inverse roles (and number restrictions on them A7 = AT C AT (-C)p = AT\ CF
which are essential to deal withrary relations. (C1MC2)E = (C)EN(Ca)E

)
The work presented in this paper closes the gap between (3(s;|R)
the two lines of research, presenting a logic with general fix (< k[$i|R)
points on concepts that includes all the constructs meation | "~
above. Specifically, we consider a DL, call@CR,, that (uX.C)

P
7= {d|3(d,...,dn) € R}.d; = d}

7= {d|#{(di,....dn) € R} | di = d} < k}
%Z ﬂ{SQAII CZ:[X/E]Q‘S}

includes: P, R, R1, andR; have arityn
e a very rich language, comprising all classical concep
forming constructs, plus inverse roles,ary relations, Figure 1: Semantic rules faPLR,,

and the most general form of number restrictions;

e the most general form of inclusion assertions, withoutf : f hich inherit the ari

any limitations on the presence of cycles; orm expressions of typ&; M R, (which inherit the arityr),
and (ii) 7 < n wheneveri denotes a component of a relation

e the most general form of fixpoint on concepts. of arity n.

We characterize reasoning in such a DL as EXPTIME- We make use of the standard abbreviations, including

completé, by presenting a decision procedure based on revX.C' for —uX.-C[X/~X], where C[X/C'] denotes the

ducing inference to nonemptiness of two-way a|ternating auconcept obtained fror@' by SUbStItL.Itlng all free occurrences

tomata on infinite treeBvardi, 199§. We observe that this Of X with C". We use to denote eithep orv.

is the first decidability result for a logic combining invers ~ An interpretationZ = (A,.7) consists of arinterpre-

roles, number restrictions, and general fixpoints. tation domainA”, and aninterpretation function”, which
maps every atomic concept to a subset/of, and every
2 The Description LogicDLR, atomic relation of arityr to a subset of AZ)". The presence

Traditionally, description logics (DLs) allow one to repeat of free variables does not allow us to extefdlirectly to ev-
Y, P 9 P ery concept and relation. For this reason we introduce valua

" domin o trest s f concents and oles, uioions. Avaluation on s a mapping o conceptvriaes
to subsets ofAZ. Given a valuatiorp, we denote by[X/&]

classes, respectively. More recently DLs comprising iahat o ;
X ; . the valuation identical tp except forp[ X /E](X) = €.
of arbitrary arity have been introduced, eB£R [Calvanese Let T be an interpretation anda valuation orZ. We as-

et al, 1998¢. We present the DIDLR,, which extends sigh meaning to concepts and relations of the logic by associ

DLR by least and greatest fixpoint constructs. > . L i
We make use of the standard first-order notions of scopeatlng toZ andp anextension functior;, mapping concepts

; : z i i T
bound and free occurrences of variables, closed formulad® Subsets of\™ and relations of arity. to subsets ofA~)",

etc., treating: andv as quantifiers. as shown in Figure 1. Observe that the semantics assigned to
Concepts and relations (of arity between 2 ang,,) are  ¥X.C'is
built according to the following syntax: wXx.Op=|J{ecA?| £C Clye
R = T, | P | ($i/n:C) | ~R | RiNR

The expressio@’pf[x/g] can be seen as an operator from sub-

¢ w= T .| Al X ﬂ.C | GGy | sets€ of A” to subsets oAZ, and, by the syntactic restric-
JEiR | (Sk[SR) | pX.C tion enforced on variables, such an operator is guaranteed t

where P and A denoteatomic relationsandatomic concepts P& monotonic wrtC. The constructg.X.C' andvX.C' de-
respectivelyR andC' denote arbitraryelationsandconcepts ~ NOte respectively théeast fixpointand thegreatest fixpoint

i denotes components of relations, i.e., an integer between@' the operator (sefDe Giacomo and Lenzerini, 19pfor
andn,.., n denotes the arity of a relation, i.e., an integer2 discussion on the use of fixpoints in DLs). The extension

between 2 and. k denotes a nonnegative integer, de- of closed concepts and relations is independent of the valu-

notes the top chgééan forn =2.....n,.., denotes the ation, and therefore for closed concepts and relations we do

top relation of arityn, X denotes a concept variable, and the 1Ot consider the valuation explicitly. A closed concepter r

restriction is made that every free occurrenceXoi uX.C lation L is satisfiableif there exists an interpretatidh such

L . : T

is in the scope of an even number of negatiais & [$i]R) that L~ 7 0. : - :

counts as one negation). A DLR,, knowledge bases a finite set ofassertionsof
Concepts and relations must bell-typed which means the form L, C L, whereL, and L, are either two closed

that (i) only relations of the same aritycan be combined to  €ONCepts 0DLR,, or two closed relations of the same arity.
We useL; = L, as an abbreviation for the assertiahs C

1The same computational complexity of reasoning with inclu- L2 and L, T L,. An interpretatior satisfies an assertion
sion assertions in the basic DILLC. Ly C L, if LT C LZ. T is amodelof a knowledge base



Company
| _SAD _|
T Money
Dept Tree ——— Dept
MDept

Figure 2: An UML diagram

KC, if it satisfies all assertions ift. An assertionL; T Ly
is logically impliedby a knowledge bask if L7 C L for
every model of K.

Example 2.1 Figure 2 shows an UML diagram which is part
of a Telecom Italia application monitoring departments- De
partments other than Main Departments are controlled b

« Tn):ATn a(Tl):Arl
a(P)=Ap ald)=A
a((i/n:C))= A1, NVF;.a(C) a(X)=X
a(-R)=Ar, N—a(R) a(-C)=A+, N-a(C)
Oé(Rl m 2):a(R1) HOC(RQ) Oé(C1 HCQ):OZ(Cl) HOL(CQ)

a(3[$R) = IF; .a(R)
a((< k$iR) = (< K F,a(R)
a(pX.C) = uX.a(C)

a(Li C Le) = a(L1) C a(Le)

Figure 3: Mappingx(-) from DLR , to nALCQT

wALCQOT can be viewed as a syntactic variantrobdal p-
calculus[Kozen, 1983 extended both witgraded modalities
(see e.g.[Van der Hoek and De Rijke, 1995and withback-
ward modalitied Vardi, 1983.

We observe that ALC Q7 can also be considered as a sub-
language ofDLR,, by restricting relations to be binary and
allowing their use only according to the following abbrevia

ions:

other departments, in a purely hierarchical fashion (see th

use of the concepir ee). Moreover, Departments can be 3P.C for J[81](P N (52/2:C))

sold to companies for a certain amount of money. There Ir—.C for 3[2)(PN($1/2:C))

are further constraints in the application (not shown in the (s kP.C) for (< K[S1)(PM(82/2:0)))
(SkP.C) for (<k[$2](PM(51/2:C)))

diagram): First, if a Main Department is sold, then all De-

partments directly or indirectly controlled by it are alsids

Second, if a Department is sold, then its controlling Main De

partment is also sold.
We provide the formalization iDLR,, of the UML dia-

Finally, we calluALCZ; the restriction ofuALCQT ob-
tained by forcing all atomic anidverseroles to be functional.

gram in Figure 2.Tr ee[N, L] represents a concept param- 4 EncodingDLR, into uALCZ;

eterized onV and L, to be used as a template, according toNext we turn to reasoning iPLR .. In particular, we present
the following inductive definition of tree: (i) an empty tree a technique to decide logical implication IRR,,. In this

is a tree; (i) a node with at most one predecessor, at leasfection we show how to encod2LR,, into . ALCQT and
one successor, and such that all successors are tree€6s a tkhen into pwALCZ;. In Section 5 we study reasoning in

(ii) nothing else is a treeTr ee[Dept , CONTROLS] repre-

sents the concept obtained by syntactically substitubegt
andCONTRCLS for the parameterd” andL in Tr ee[N, L].

Tree[N, L] = uX.(EmptyTree U
(N (<1[$2]L)n3[$1]L N
-3[$1](L 1 ($2/2: - X))))
Dept Tree = Tr ee[Dept , CONTROLS]
SOLD C ($1: Dept ) M ($2: Conpany) 1 ($3: Money)
CONTROLS C ($1: Dept ) 1 ($2: Dept )
MDept C Dept r—3[$2]CONTROLS

The additional constraints mentioned above are formabsed

follows:

MDept M 3[$1]SOLD C ».X.(3[$1]SOLDM
~3[$1](CONTROLS M ($2: —X)))
Dept M 3[$1]SOLD C 1.X.((MDept M 3[$1]SOLD) LI
3[$2](CONTROLS 1 ($1: X)))

3 The DLs nALCOT and nALCTy

Below we also consider the DpALCQT, which extends

uALCQ, studied in[De Giacomo and Lenzerini, 1997y

the inverse operator on roles. ConceptgLC Q7 are built

as follows (R is an atomic or inverse atomic role):
C:=A|X|-C|CiNCy|AR.C|(KEkR.C)|pX.C

wALCZ; by adopting automata theoretic techniques.

Since we can define an atomic relation to be equivalent to
any complex relation, we assume wlog that all qualified num-
ber restrictions are of the forf< k [$:]P), whereP is an
atomic relation. We also use the standard abbreviations.

To reduce logical implication irDLR,, to logical impli-
cation in uALCQT we extend the technique iCalvanese
et al, 19983. We make use of the mapping-) defined in
Figure 3, and define the ALC Q7 knowledge base(K) by
applyinga to all assertions il and adding:

T C ATl - ATnmaw
T C (K1F.T) foreachi € {1,...,Nmaz}
VF;.L £ VFj4,.1L foreachi € {1,...,nmax}
ATn = E|F1.AT1 [EEEE HFn.ATl AVF,4+1.L
foreachn € {2,... , nmax}
Ap T At foreach atomic relatioi of arity n
A LC Ay, foreach atomic concept

Intuitively, «(K) makes use ofeification of n-ary relations,
i.e. atuple in a model of is represented in a model af )
by an individual having one functional rofe for each tuple
componenti.

Although atomic roles imv(K) are functional their inverses
are not. Next we further transform(K) to get auALCZ;



(M) =T B(=C) = =3(C) to derive a reasoning procedure {@ALCZ;, which corre-
B(A) = A B(C1 M Cy) = B(C1) M B(Ca) sponds to a modalk-calculus with backward modalities in
B(X) =X B(uX.C) = nX.3(C) which both forward and backward modalities are functional.
BEF.C) =3f; ng B(C) -
(HFZ C) = gf (g, )*.B(C) 5.1 Automata on Infinite Trees
B((< F T)) = Infinite trees are represented as prefix closed (infinite) aiet
BUS kF;.A)) =V fi. ng (=B(A) U Vg ~B(A) U words oveilN (the set of positive natural numbers). Formally,
Vgl (- (=B(A) LUVg —B(A)) ) aninfinite treeis a set of word§” C IN*, such thatifc-c € T,
B(Cy C Cy) = B(C1) T B(Ca) wherexz € IN* andc € N, then alsar € T. The tree idull

if alsoz-¢’ € Tforall 0 < ¢ < ¢. The elements of are
where in the second last equation the number of nested con-cgllednodesthe empty word is theroot of T', and for every
cepts of the form-B(A) U Vg;.C is k, and the following ab- 2 € T, the nodesz-c, with ¢ € N, are thesuccessorsf

breviations are usedvg;.C for vX.(C M Vg;.X), Yg; .C for z. By convention we take-0 = z, andz-i-—1 = z. The
Vgi.Vg;.C, 3g;.C for pX.(C U 3g:.X), and 3(g; )*.C for branching degreel(x) denotes the number of successors of

pX.(C'U3g; . X). x. If d(z) = k for all nodesr, then we say that the treefs

ary. Aninfinite pathP of T' is a prefix-closed se@? C T such

Figure 4: Mapping3(-) from pALCQT to pALCL; that for every; > 0 there exists a unique nodec P with

|x| = i. A labeled treeover an alphabet is a pair(T, V)
) ) ) whereT isatreeand : T — X.
knowledge basg(a(K)) (in which also all inverse roles are  aternating automata on infinite trees are a generalization
functional). Intuitively, following[De Giacomo and Lenz- 4t nondeterministic automata on infinite trees, introduced
erini, 1993, we represent the rol; , i = 1,...,%maz, BY i [Muller and Schupp, 1987 They allow for an elegant re-
the rolef; o g7, wheref;, g; are new functional roles anff - qyction of decision problems for temporal and program log-
is the reflexive-transitive closure gf. Now qualified num- j.q [Emerson and Jutla, 1991: Bernhotizal, 1994. Let
ber restrictions can be encoded as constraints on the cha!g1+( I) be the set of positive boolean formulas oveinclud-
Ji I‘;_gr Fzrmally we make use of the mappifi¢) defined  jng aisotrue andfalse. For a set/ C I and a formula
In Figure ¢ © € BT(I), we say that/ satisfiesy iff assigningtrue to
We definej(a(K)) as theuALCT, knowledge base ob- e eIen’Eezwts i/ andfalse to those in/ \ .J makesy true.
tained by applying3 to all assertions ia(K) and adding the | ¢ (k] = {~1,0,1,...,k}. Atwo-way alternating automa-

assertionl C —~(3f;.T Mdg, .T). ton over infinite k-ary trees is a tupl = (3, Q, d, ¢, F),
Theorem 4.1 Given a DLR,, knowledge baseéC and a where X is the input alphabet@) is a finite set of states,
DLR,, assertionL; C Ly, §:Q x X — BT([k] x Q) is the transition functiong, € Q
] is the initial state, and’ specifies the acceptance condition.
KL C L iff B(a(K)) E B(a(Lr E La)). The transition function maps a stafec @ and an input

lettero € X to a positive boolean formula ovét] x Q. In-
tuitively, if 5(¢,0) = ¢, then each paifc, ¢') appearing in
o  corresponds to a new copy of the automaton going to the
Theorem 4.2 Logical implication inDLR,, can be polyno-  direction suggested hyand starting in statg. For example,
mially reduced to logical implication ip.ALCZ ;.2 ifrl:: = 2hand6(q1,a) = (1, qgh) A (1,q3)21/_(—1,q&_) A (g, Q3),d

Finally we observe, that singeA£CZ; has theconnected-  When the automaton is In the stateand Is reading the node
model groperty we can interr?aeléilze assertions and polyno- labeled by the lettes, it proceeds either by sending off two
mially reduce logical implication to concept satisfiailit COPIES in the stateg andg; respectively, to the first succes-
Namely,K = C; C O, iff sor ofz (i.e., z-1), or by sending off one copy in the state

to the predecessor af(i.e., z-—1) and one copy in the state
CiN=CoNuvX.(Cx N (N, (VP.X NVP.X))) g3 to z itself (i.e.,z-0).

: g , Arun of a TWAA A over a labeled tre€l’, V) is a labeled
is unsatisfiable, wher€’x = Miocorexy(~C U C7) and tree (T, ) in which every node is labeled by an element of

Since the mappinga and 5 are polynomial we get the
following result.

P, ..., P, are the atomic roles iKC, C; andC,. Therefore, x Q. A node inT, labeled by(z, q) describes a copy of
in the foIIowmg we concentrate on concept satisfiability in A that is in the state and reads the nodeof 7. The labels
HALCT;. of adjacent nodes have to satisfy the transition functioA of

Formally, a run(T,., r) is aT x Q-labeled tree satisfying:

5 Automata Techniques foru ALCZ; L e e andr(e) = (e.q0)
. r = 5 0/-

We now study concept satisfiability inALCZ; following .
the techniques based dwo-way alternating automata on ~ 2- Lety € Tp, with r(y) = (z,q) andd(q,V (z))

infinite trees(TWAA) introduced in[Vardi, 1994. Indeed, . Then there is a (possibly empty) set
Vardi used TWAAs to derive a decision procedure for modal ~ {(¢1:q1), -+, {cn,qn)} S [k] X Q such that:
p-calculus with backward modalities. Here we exploit them o S satisfiesp and

2Under the usual assumption that numbers in number restrictions o forall 1 < i <mn, we have thayi € T, z-c; is
are coded in unary. defined, and (y-i) = (z-c;, ¢:).



A run (T,,r) is acceptingif all its infinite paths satisfy d(—A4,0) = trueif A ¢ 0,5(—A,0) = falseif A € ¢, and
the acceptance condition. Given an infinite p&c T.., let
inf(P) C Q be the set of states that appear infinitely often ind(C1 M C2,)=(0, C1) A (0,C5)
P (as second components of node labels). We consider hep¢C1 L C2,0)=(0,C1) V (0, C2)
parity acceptance conditions. A parity condition over a state §(AX.C1,0)=(0, C[X/AX.C1])
set(@ is a finite sequencé = (G4,...,G,,) with G; C §(3P.C1,0)=((—=1,C1) A
(
(
(

i)V (6, Ag) A (i, Cr))

) ) 1 (0, A
Gy C---C Gy =0, and a pathP SaFISerSF ifthereis an  §(3P;.C1,0)=((—1,C1) A (0, 4:)) V ((i+n, Ag) A (i+n, C1))
even; for whichinf (P) N G; # 0 andinf(P) N G;—1 = 0. S(VP.C1,0)=((—1,C1) V (0,=A7)) A (i, ~Ag) V (i, C1))
§(VP.Ch,0)=((=1,C1) V (0,=A4:)) A ((i+n, = Ag) V (i+n, Cy)
5.2 Reasoning inuALCZ §(det, )= N\" (i, det) A

7,:1(Z
Ao, (5,7 Ag) V (i, Ai) A (i+n, —~Ag) V (i+n, A7) A
First we observe that.ALCZ; has thetree model property A ((0,74:) V (nti,~Ag) A (0,-A7) V (i, ~Ay))
which states that if #.ALCZ; conceptC' is satisfiable then §(ini, o) =(0, det) A (0, C)

it is satisfied in an interpretation which has the structure o

an infinite tree of bounded degree. In particular, the degree |ntuitively, the automaton starts in the initial state and

is bounded by2 - n, wheren is the number of atomic roles spawns two copies of itself: one verifies that the tree has the

appearing inC. The tree model property can be shown fol- right structure wrt functionality, and one cheakson such
lowing the lines of the proof ifivardi, 199§ for the modal-  structure.

calculus with backward modalities. Next we define a TWAA ) o .

that accepts exactly the trees that are models of a concept. Tfheorem 5.1 A pALCTZy conceptC is satisfiable iff the set
The closure:l(C) of ap ALCI concepiC' (which extends of trees accepted bc in not empty.

the one iNKozen, 1983 for the modal:-calculus) is defined Since nonemptiness of TWAA can be decided in EXP-

as the smallest set(C') of closed concepts that satisfies: TIME [Vardi, 1998 we get the following upper bound.

Corollary 5.2 Concept satisfiability inALCZ; can be de-

cedo) o cided in EXPTIME.

C’' € cl(C) implies—C’ € cl(C) (we identify——C andC)

C1MCy,C1UCy € cl(C) impliesCy € cl(C) andC: € cl(C) Since the reduction in the previous section is polynomial,
JR.C',YR.C' € cl(C) impliesC’ € cl(C) we get a worst case deterministic exponential time decision
AX.C' € cl(C) impliesC'[X/AX.C'"] € cl(C) procedure for logical implication i LR ,,. Moreover, since

logical implication inDLR,, is EXPTIME-hard (it is so al-

Note that the cardinality ofl(C) is linear in the length of’. ready forALC) we get the following tight complexity bound.

Let C be thep ACCT; concept we want to check for satisfi- 1heorem 5.3 Logical implication inDLR,, is EXPTIME-
ability, which wlog we assume to be in negation normal form.complete.
Let A be the set of atomic concepts, aRd= {P,..., P,} )
the set of atomic roles appearing @@ We construct from 6 Conclusions
C a TWAA A which checks that’ is satisfied at the root . L . o
of the input tree. For technical reasons it is useful to con—By addressing general fixpoints on concepts, in addition to

sider trees where all nodes have the same branching deqrdi®'e standard constructs, DLs finally meet the modeling re-
; . X g deg aﬁirements of advanced applications. The EXPTIME reason-
2n. To this end we introduce dummy nodes in the tree. W

Sy qng procedure folDLR, is the first decidability result for a
- - : PR H .
use the symbolsl, and A, to distinguish nodes that corre- i compining inverse roles, number restrictions, ane-ge

S|Ioond to elenwtenttshof thg mo?tilhfrct)m tr:ﬁse. tPat d(i. not. bw%ral fixpoints. In particular, since modaicalculus extended

aiso represent in e nodes of the tree the Information aboy,y, ity graded and backward modalities corresponds to

the labeling of the e_dges by |Qtrodug:|'ng for each @éqw wALCQT, the result here applies to such logic as well.

Symb,OISAi’ ; Ai, Ay, and-4; ; .Intwtlvelly,.Az- |ab€|5x-z i We observe that reasoning in the presence of extensional

(z, _a;-z) € P> and—A, labelsx-i if not._S|m|IarIy A7 labels  information (ABox) remains an open problem BCR,,.

z-i if (z+i,2) € PF and—A; labelsz-i if not.
Since all roles (both direct and inverse) are deterministicReferences
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